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We apply density fitting approximations to generate the 2-electron integrals in local MP22)

to produce a method denoted DF-LMP2. The method can equally be seen as a local version of the
well-known RI-MP2 method, which in this work is referred to as DF-MP2. Local approximations
reduce the asymptotic scaling of computational resourcé¥ l¢), and the most expensive step of
DF-MP2[the O(N®°] assemblyis rendered negligible in DF-LMP2. It is demonstrated that for large
molecules DF-LMP2 is much fastét—2 orders of magnitudehan either LMP2 or DF-MP2. The
availablility of LMP2, DF-MP2 and DF-LMP2 has for the first time made it possible to assess the
accuracy of local and density fitting approximations for extended molecules using cc-pVDZ and
cc-pVTZ basis sets. The density fitting errors are found to be consistently small, but the errors
arising from local approximations are somewhat larger than expected from calculations on smaller
systems. It is proposed to apply local density fitting approximations also for the Fock matrix
construction in Hartree-Fock calculations. Preliminary results demonstrate that this can lead to
significant savings in the Hartree-Fock calculation.2803 American Institute of Physics.

[DOI: 10.1063/1.1564816

I. INTRODUCTION ods, and currently the limiting factor in accurate calculations
for larger systems. When the correlation-consistent cafV
During the last few years much progress has been madsasis sets of Dunnift§ are used, the basis set size increases
in developing high-level local electron correlation methodsapproximately as 2 and thus an increase of the CPU time
with low-order scaling of the computational cost as a func-by typically one order of magnitude is expected when going
tion of molecular size. Based on the local correlation apto the next larger basis set. Another difficulty is caused by
proach originally proposed by Pulay; linear scaling has the fact that the linear scaling regime is reached only for
been achieved for local second-order Mgller-Plesset perturather extended systems, and therefore the savings achieved
bation theory(LMP2),>® local coupled-cluster with single by linear scaling methods are less for compact three-
and double excitationd. CCSD),’~® and even for the local dimensional molecules than for the extended systems, such
perturbative or iterative treatment of triple excitatiths?in as one-dimensional alkane or peptide chains, which are com-
LCCSIXT) and related methods. Other recent variants ofmonly used to demonstrate low-order scaling behavior.
low-order scaling MP2 approaches are the Laplace-transform  Both in the LMP2 and LCCSD methods, the bottleneck
MP2 method of Ayala and Scusefiathe AO-based LMP2  in calculations with large basis sets is the calculation of the
methods of Lee, Maslen, and Head-Gorddm, local MP2  4.index 2-electron integrals and their transformation from
implementation of Saebg and Pufaynd the pseudospectral the atomic orbital(AO) into the local orbital basis. This is
LMP2 methods of Friesnest al!® and Carteret al.'” These  also the case for the Laplace-transform linear scaling MP2
methods have extended the applicability of wave functionyethod of Ayala and Scuserfd.It is mainly the integral
based correlation methods to much larger systems, anglajyation and transformation which causes g depen-
LCCSI(T) calculations for molecules with more than 100 gence of the computational cost with basis set size. An alter-
atoms are now feasible with basis sets of double-zeta plugative to the exact calculation of the 2-electron integrals and
polarization quality. their subsequent transformation into the MO basis is their
However, larger basis sets, at least of triple-zeta qua"tyapproximation by density fitting method%:2% In this case
are usually needed to obtain sufficiently accurate results. Unpg gne-electron charge densities in the 2-electron integrals,
fortunately, the computational time as well as the disk-spacghich are binary products of orbitals, are approximated by
requirement scale with the fourth power of the basis set sizgear expansions in an auxiliary basis set. This leads to an
per atom. This is the same in conventional and local methz, oximation of the 4-index 2-electron integrals in terms of
2- and 3-index 2-electron integrals. It should be mentioned
3Electronic mail: werner@theochem.uni-stuttgart.de that a different approach in a similar spirit is the pseudospec-
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tral approximation of the integrat§:}’ This method does not number of test cases. In Sec. IV we demonstrate that local
use basis functions but a grid as an auxiliary basis. density fitting can also be used to reduce the cost of HF
Density fitting has a long history iab initio correlation  calculations. Finally, in Sec. V we will discuss further pos-
methods:®?%2°but is usually cited in terms of its early uses sible improvements as well as the an extension of local den-
in the Coulomb problem in Hartree-Fock-Slater and Kohn-sity fitting to higher-level methods as LCCED.
Sham theory??22By now, density fitting is a well estab-
lished approach, and it has been used for Coulomb fitting in
DFT and Hartree-FockHF),?®?’ for exchange fitting in || THEORY
HF 28 as well as for approximating the 2-electron integrals in
MP2?° and CCSIT).*° The accuracy of the method has been In the following section we briefly summarize the con-
carefully investigated, and it has been shown that with suitventional DF-MP2 method using a canonical orbital basis,
able fitting basis sets the errors are much smaller than oth@nd discuss the scaling behavior of the individual computa-
typical errors in the calculations, as for instance basis sdional steps with molecular size. This will be needed for the
errors®™ Optimized fitting basis sets are available for further discussion of the local method later on.
Coulomb? and exchang® fitting, as well as for MP3133 A Canonical DE-MP2
Density fitting was first applied to MP2 by Feyereisen
etal,®? and subsequently implemented by several [N MP2 theory, 2-electron integrakél,=(ailbj) over
authors34 3Bfor a review see Ref. 39. Nowadays this methodtWo occupied orbitalsh; , ¢; and two virtual orbitalsps , ¢y,
is widely used and known as RI-MP2. Density fitting math-are needed, and are defined as the electrostatic repulsion be-
ematically resembles a resolution of the ident®j) in the  tween two orbital-product densities,
specific case where the fitting criterion and target integral . Pau(fl)PbJ(fz)
type coincide. However, Rls in quantum mechanics usually K j dflJ drp——— 1)
involve a summation over states and an implied overlap met-
ric, neither of which appear in density fitting. Furthermore Here and in the following we assume that the orbitals are
RIs do not offer a framework in which to discuss fitting real. In the DF-MP2 method the one-electron densities
criteria, constraints or robust fitting. The method is betterrai(r1) = ¢a(r1) #i(r1) are approximated as
thought of in terms of minimizing the Coulomb energy of a N
fitting residual, as first described by Whittérand intro- Pai(r)= E da XA(T 2

duced in density functional theory by Dunlag al?>?% In

this work we therefore use the term DF-MP2 as a synonynyhere y,(r) are fitting basis functionge.g., atom-centred
for RI-MP2, and hope that other authors will accept this aszaussian-type orbitals, GTDsThe expansion coefficients

the standard name. dd' can be obtained by minimizing the positive definite
The advantages of density fitting methods are twofoldfynctionaf*-23

first, the NAO dependence of the computational cost is re-

duced toN3,, which makes the method particularly useful A, j fd 2[pa'(r1) Pai("1)][Pai(r2) —pai rZ)]

for calculations with larger basis sets. Second, the 3- index ° M2

integrals are much faster to transform than the 4-index inte- )
grals, and therefore the method has a low prefactor for methis leads to

dium sized molecules. However, in DF-MP2 the scaling of

the cost with molecular size is stiD(N®), as in normal dgizz (@ilA)[JI Y as, (4
MP2. In fact, in DF-MP2 the®(N®) scaling cannot be re- A

duced by screening techniques, while in integral-direct MP2

M2

a scaling of about®(N®) can be achieved in practié@. Kl —E da'(B|bj)= Z (ai|A)[JI 1] xs(B|b]), (5)
Thus, the range of applicability of the DF-MP2 method is
limited to small and medium sized molecules. where
In the present work we will demonstrate that tHEN®)
bottleneck in DF-MP2 can be removed by introducing local JAB:J dflf drzw, (6)
approximations. These approximations involve the use of in- M2
dividual excitation subspace@omaing for each electron f1)¢(r1)XA(f2)
pair, and the use of multipole expansions for generating the (ai|A)= f drlJ dr, : (7)
12

transformed 2-electron integrals for distant péfrdn this
way, the O(N®) scaling can be reduced 0(N?) without ~ As shown by Dunlapet al?>?3 this form of fitting, which
any further screening. By introducing different fitting basesuses the weight operatorrl), minimizes the least squares
for each electron pair, the scaling can be further reduced terror of the electric field. Other possibilities, such as mini-
O(N). For large molecules, this leads to a dramatic reducimizing the error in the density using the weight operator
tion of CPU-time, in particular when accurate basis sets aré(r ;,), have also been proposéthut have been found to be
used. less accurat® It has not been established whether the idea

In Sec. 1l we will outline the method. In Sec. Ill we will of minimizing the error in the Coulomb potentials by using
demonstrate the accuracy and efficiency of the method for the weight—r 4, (Ref. 42 offers any advantage.
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If the MOs are expanded in a basis of GTQg,}, the  early. Here the range df,s is restricted to the pair domain
3-index integrals in the MO basis are obtained by a two-stepij]. For further details we refer the reader to previous
transformation of the 3-index integralg.¢|A) in the AO  work>"8

basis These approximations have a profound effect on the last,
most expensive computational step in DF-MP2: since the
(i |A):2 C.i(uv|A), (8) number of pairsi() scales linearly, and the numberms is

independent of the molecular size, the computational effort
for the assembly stefEq. (5)] is dramatically reduced from
(ailA) =2 Ca(uilA). (9  O(N®) in the canonical case to jus(\2). Moreover, since
H the PAOsr must be within a finite range of the LMQOsand
According to the Gaussian product theorem, the size of a, one requires only those transformed 3-index integrals
integral (uv|A) decreases exponentially with the square of(ri|A) with r in the united pair domainof the associated
the distance between the basis functigns and x,,, and  orbitali. This domain comprises all PAOs that belong to any
therefore the number of non-negligible integrals scales aspair domain[ij] in which orbitali occurs. For large mol-
ymptotically asO(N?), where ' is a measure of the mo- ecules, the size of the united pair domains also become in-
lecular size. The number of occupi¢dorrelatedl orbitals, dependent of the molecular size, and therefore the number of
Nocc is proportional to the molecular size, and thus the firstintegrals ¢i|A) scales only as?(N?). This reduces the
transformation step in Eq8) scales asO(N3). Since the computational effort for solving the linear equatid#s from
canonical MOs are usually delocalized over the whole mol-O(N*) to O(N?). Finally, since the occupied orbitaisare
ecule, the half transformed integralgi(A), are not sparse, now local, the number of half transformed integralsi [A)
and therefore the second half transformation scales ascales only as?(N?). Using prescreening techniques, the
O(N™*). The next step is the solution of the linear equationsfirst and second half transformatio&qgs. (8) and (9)]
in (4). SinceJ”* cannot be expected to be sparse, this alsahould then scale only a8(\?). Thus, without further ap-
scales as)(N*). Finally, the integral assembly step in Eq. proximations in the fitting basis, the bottleneck for large mol-
(5) requiresNoed Noee+ 1)NgNZ,; floating point operations, ecules will be to perform the matrix multiplications in Eq.
and thus scales a(\°). In practice, this step by far domi- (4). The inversion of the matrid scales also wittO(N3),
nates the total computational cost in calculations for largehut this has a much lower prefactor.

molecules. Due to the delocalized character of the canonical  As will be shown in the following, linear scaling can be
MOs, no sparsity can be exploited to reduce the cost. On thgchieved by using domains also for the fitting basis. In the
other hand, all the four steps described above require simplsresent work we have implemented and tested two different
matrix multiplications, and can be performed very efficiently approximations, which both lead to linear scaling for the all
on modern computers. This leads to a low prefactor for thesteps of the calculation.
algorithm, and despite th&(\®) scaling quite large mol- In the first case, a different fitting basis is used for each
ecules(about 40 nonhydrogen atojnsan be handlef: electron pair, and the linear equations are solved for each
pair individually. The fitting basis for a given pair comprises
all fitting functions at the atoms belonging to the pair do-
main, and in addition includes the functions at all atoms
In the LMP2 method the occupied space is spanned byvithin a given distanc®y from any atom in the pair domain.
localized molecular orbitald_MOs), which can be obtained For large molecules, the size of these pair fitting basis sets
from the canonical orbitals by standard localization proce{ij ls is independent of the molecular size, and therefore the
dures as proposed by Bd§sor Pipek and Meze§# The computational effort scales linearly, provided the number of
virtual space is spanned by a basis of nonorthogonal proelectron pairs scales linearlie., distant pairs are neglected
jected atomic orbital§PAOS, which are obtained from the or treated by multipole expansiongor a given orbital, the
AO basis functions by projecting out the occupied orbitalintegrals ¢i|A) are needed only for therbital fit domain
spacet In the following, PAOs will be labeled,s. Since [ils, which is the union of all pair fit domaingj]s; con-
these functions are inherently local, one can introduce twdainingi. This can be exploited in the transformation, skip-
approximations: First, excitations from a pair of occupiedping all fitting functionsA that are not needed for orbital
LMOs can be restricted to subsets of PAOs that are spatiallifor a given LMOi, the number of PAOs and of fitting
close to the two LMOs. The number of functiohg;;; in  functionsA is asymptotically independent of molecular size,
each of these subsetpair domain$ is independent of the and linear scaling is achieved for both CPU time and disk
molecular size, and the number of excitations for each elecspace. The prefactor and thus the total cost of this method
tron pair reduces fronlem to Nﬁj] . Second, the integrals depends on the size of the fitting domains. As will be shown
(ri|sj) for distant orbitals andj can be approximated by in Sec. Ill, the errors are small Ry is chosen to be 3-5
multipole expansior$ or neglected. The remaining number bohr, and, despite the fact that very many systems of linear
of nondistant orbital pairsif), and therefore the total num- equations have to be solved, the method is competitive for
ber of excitations, scales linearly with molecular size. Sincdarge molecules.
in LMP2 there is a one-to-one correspondence between the In the second case the fit is not performed for each pair
number of excitations and integrals, it is obvious that theindividually, but only once for each orbité| using the or-
number of integralsr{|sj) to be calculated also scales lin- bital fit domains[i];; as a fitting basis. As discussed above,

B. Local density fitting MP2  (DF-LMP2)
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the size of i ] is asymptotically independent of the molecu- split. On the other hand, the AOs at neighboring atoms can
lar size, and therefore linear scaling is achieved for both th&e merged into one block if otherwise the blocks were too
linear equations and integral assembly. The number of sets @mall. This often happens for the AOs at hydrogen atoms,
linear equations to be solved is typically 15 times smalletwhich are then merged with the functions at the heavy atom
than in the first method, but the number of fitting functions into which the H is attached. For each AO basis block, the
the orbital fit domains, as well as the number of PAQss  LMOs are sorted according to decreasing maximum absolute
larger, causing a higher cost for solving each set of equgﬁOGfﬁCientS, and the maximum coefficients as well as the
tions. Since the second method includes more functions ifermutation list is stored in memory. Second, the integrals
the fit for each pair than the first, it is more accurate. In fact(xv|A) are evaluated block by block, and for each block the
it turns out that it is sufficient in this case to use the pair fitlargest element is also storéfbr fixed A). In the first half
domains without extensiongR(=0 bohr). transformationEq. (8)] only those LMOs are included for
In order to achieve linear scaling for the integral trans-which the product of the largest coefficient in the block and
formation, a further fitting domain has to be used: since inthe largest integral is larger than a threshotikPrOD Typi-
the integral assembly stéfq. (5)] the orbital fit domainA  cally, this threshold is chosen to be 10 Of course, pre-
e[i]s is used to multiplydﬁ with the integrals §j|A), the  screening is also used in the integral evaluation, in order to
latter integrals for a fixeg must be available foA belong- ~ avoid the calculation of small integrals whgrand v are far
ing to the union of al[ i of orbitalsi forming pairs withj. ~ apart. This is controlled by a second threshotiRAo.
These domains are denotadited orbital fit domaingj 14, . The nonzero half-transformed integrals are written to
They are larger than the orbital fit domaifigs;, but their ~ disk for blocks of fitting functions. A bucket sort is used to
size is asymptotically still independent of the molecular sizeresort the integrals such that the fitting ind&becomes the
We found that in large cases the computational effort for thdastest and the orbital indexthe slowest in the second half
second method is comparable to the first method Rgr ~ transformation. In the second half transformation only the
=3 bohr, but is more accurate. In Sec. Il we will demon- honzero blocks of half-transformed integrals are further
strate the accuracy and efficiency of these approximations.transformed. The final integral$r(A) are accumulated for
The final problem is to achieve linear scaling also for theall r belonging to the united pair domain of orbital(see
evaluation of the 3-index integralsu@|A). As already Pprevious section The transformed integrals are written to
pointed out, the total number of significant integrals scaleslisk for batches of orbitals(unless all transformed integrals
quadratically. Since the number of AQscontributing to an ~ fit into the memory. The final fitting and assembly stage
LMO i is asymptotically independent of the molecular size,[Ed. (4) and Eq.(5)] is then driven by the orbital batches. In
the first transformation stef8) scales quadratically if all practice we found that the algorithm is CPU-bound and 1/O
fitting functionsA are used for each The same holds for is not a bottleneck.
the number of half-transformed integralgi(A). However,
as we have shown above, for edcbnly a constant number
of A is needed. This can be exploited by first estimating thdll- TEST APPLICATIONS
magnitude of the integralyv|A) by the Schwarz inequality In this section we demonstrate the accuracy and effi-
(wv|AY<(wv|pwv) YA A|A)Y2 (100  ciency of the DF-LMP2 method, which has been imple-
_ _ o _ - mented as part of theoLPRO suite ofab initio programs®
On the basis of this value it |s_ checked whlc_:h orbmaiml_l _ Tables | and Il show for a number of molecules the
con.trlbqte. to the transformation. For the list of surviving grrors introduced by the local and fitting approximations, re-
prb|taIS| (mdepe_ndgnt of the molecular s)zg lookup table spectively, using the cc-pVTZ basis $nd the correspond-
is used to Fest.n‘A is needed_. If not, the mtelgral and the ing fitting basis optimized by Weigenet al3! In these cal-
transformation is skipped. This makes it possible to achieve,jations the full fitting basis has been used for all pairs. The
Ilnge}r scaling also in t'he |'ntegral evaluathn. For the saI§e Ofrbitals were localized using the Pipek-Mezey procedfire.
efficiency, the screening is performed using blocks of inte—rpg eycitation domains were determined using the automatic
grals, as described in the next section. procedure of Boughton and Puffyand a completeness cri-
terion of 0.985(corresponding of a least squares residual of
0.015, as defined in Ref. #6The average error of the local
approximation(in this case only the use of domains, since
As pointed out above, it should be possible to reduce théor molecules of this size there are no distant paarsounts
scaling of the transformation steps in E¢R). and(9) using  to 1% relative to the nonlocal correlation energy for the same
prescreening techniques. The problem here is that withouiasis, while the fitting errors are typically two orders of mag-
prescreening the matrix multiplications are very efficient,nitude smaller, and therefore negligible. Somewhat surpris-
and screening of individual integrals would very much re-ingly, the error of the local approximation is largest for ali-
duce the number of floating point operations per secongbhatic molecules like pentan@rror 1.5%, in which the
(FLOPS and thus strongly increase the prefactor. In order taorbitals can be well localized. Interestingly, the fitting errors
keep the matrix multiplications, we have decided to split theare also largest for these cases. The reason for this behavior
integrals wv|A) for each fixed fitting index into blocks of s still unclear. Possibly, this is due to the elimination of basis
AOs pu, v. Typically, one block comprises all AOs at one set superposition errof8SSH in the local calculationgsee
atom. For very large basis sets these blocks may be furthdrelow). Table Il also shows that the fitting errors are consis-

C. Technical aspects
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TABLE I. Comparison of conventional and local MP2 correlation energies. For each local method the second column contains the percentage cfthe canoni
correlation energy.

LMP2
Molecule MP2 Standard RS,= 3 bohr Rex=3 bohr
water —0.261 836 —0.260 358 99.44 —0.261 836 100.00 —0.261 836 100.00
formaldehyde —0.395 047 —0.393 345 99.57 —0.395011 99.99 —0.395 015 99.99
methylamine —0.404 625 —0.400 147 98.89 —0.403 952 99.83 —0.404 380 99.94
hydrazine —0.442778 —0.438 684 99.08 —0.442172 99.86 —0.442590 99.96
propane —0.543975 —0.536 553 98.64 —0.542 359 99.70 —0.543 226 99.86
oxirane —0.575545 —0.570 608 99.14 —0.575141 99.93 —0.575 364 99.97
dimethylether —0.598 373 —0.592 191 98.97 —0.597 098 99.79 —0.597 845 99.91
ethanol —0.601787 —0.594 691 98.82 —0.600 128 99.72 —0.601123 99.89
butadiene —0.649923 —0.642571 98.87 —0.648 916 99.85 —0.649 291 99.90
isobutene —0.685 241 —0.675624 98.60 —0.682 955 99.67 —0.684 095 99.83
thiophene —0.812 760 —0.804 784 99.02 —0.811501 99.85 —0.812 032 99.91
furan —0.869 014 —0.860975 99.07 —0.867 673 99.85 —0.868 269 99.91
imidazole —0.881 400 —0.872479 98.99 —0.879789 99.82 —0.880571 99.91
pentane —0.892 456 —0.878 700 98.46 —0.888 488 99.56 —0.890 658 99.80
benzene —0.949 757 —0.938 641 98.83 —0.947 850 99.80 —0.948 551 99.87
hexatriene —0.966 507 —0.954 822 98.79 —0.964 459 99.79 —0.965 281 99.87
glycine —1.014178 —1.004 380 99.03 —1.011357 99.72 —1.012976 99.88
benzenethiol —1.124 330 —-1.110172 98.74 —1.121 546 99.75 —1.122 694 99.85
alanine —1.186 356 —1.172 645 98.84 —1.182033 99.64 —1.184 462 99.84
oxalic acid —1.241 657 —1.232 669 99.28 —1.239 405 99.82 —1.240494 99.91
benzoquinone —1.372438 —1.360 151 99.10 —1.370023 99.82 -1.370977 99.89
maleic acid —1.555492 —1.540 893 99.06 —1.551796 99.76 —1.553168 99.85
average 98.96 99.80 99.90

#Basis cc-pVTZ(see text The geometries have been optimized at the B3LYP/cc-pdiE level.

tently smaller in the local than in the nonlocal calculations if ~ Previous work has shown that the local approximation
the standard domains are used. If the domain sizes are ekardly affects properties like equilibrium structutesr har-
tended(see beloy, the fitting errors approach the nonlocal monic frequencie$® However, due to the somewhat differ-

ones. ent size of the absolute errors in different molecules, energy
differences as reaction enthalpies can be more strongly af-
TABLE II. Fitting errors of DF-MP2 and DF-LMP2 calculatiofis. fected. Despite the fact that basis set errors are certainly

much larger than the local errofshe cc-pVTZ basis ac-

Molecule DF-MP2  DF-LMP2  DFLMPZ  DFLMPZ' oS for only about 85% of the valence-shell correlation
water 26 17 26 26 energy, it might be desirable to reduce the local errors and
formaldehyde 28 22 28 28 o obtain results more consistent with conventional calcula-
methylamine 67 50 67 65 . . . . .
hydrazine 70 53 70 68 tions. This can be achieved by extending the domains. A
propane 93 69 93 89 simple possibility is to include all PAOs into an orbital do-
oxirane 44 29 43 42 main which are associated with atoms within a certain radius
gl’::;gf'ethe’ ;’? 553 g ;3: of any atom in the original domains. In the present work we
butadiene 102 72 98 96 have used a radius of 3 bok®.5 bohr for molecules con-
isobutene 112 82 112 106 taining second-row atomsThis value is somewhat larger
thiophene 100 67 96 93 than the longest bond distances, and therefore the domains
{;ﬁ’;zole ;98 57%) Z;Z; S are extended by the PAOs at the atoms which are directly
pentane 152 114 153 145 attached to the ones in the original domains. The results of
benzene 128 86 122 118 calculations with such extended domains are also shown in
hexatriene 148 103 142 138 Tables | and Il. Two different cases have been tested: In the
ggﬁ;’;iethiol 3513 i’g ! 226 iio first case, only the domains of tisérong pairsare extended
alanine 119 89 123 114 (R%=3 bohr). Here, strong pairs are those in which the
oxalic acid 54 34 54 49 (nonextendeddomains of the two LMOs share at least the
benzoquinone 154 108 148 144 PAOs at one atom. These pairs typically account for 90%—
maleic acid 107 71 105 97 . . .

95% of the valence correlation energy. The domain extension
3Basis and geometries as in Table I. reduces the average error of the local approximation to 0.2%

PEnergy differences relative to the corresponding calculations without de”(largest error 0.4% for pentaneln the second caseR{y
sity fitting in microhartree. - ) . . . X
“Extended domains for strong paiRS,=3 bohr, see text. =3 bohr) the domains dll pairs are extended. This further

dextended domains for all pairRe.= 3 bohr, see text. reduces the average error to 0.1%. The comparison of the

Downloaded 10 Apr 2013 to 150.203.35.130. This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://jcp.aip.org/about/rights_and_permissions



8154 J. Chem. Phys., Vol. 118, No. 18, 8 May 2003 Werner, Manby, and Knowles

TABLE Ill. Analysis of CPU-time$8 for pregnanediol.

LMP2 DF-MP2 DF-LMP2 DF-LMP2¢

cc-pvDZ:

Integrals 1256 111 111 111
Transformation 2893 110 89 90
Solve 0 61 49 50
Assemble 0 465 7 10
Total K1l 4150 749 259 261
Iteration 133 0 132 174
Total MP2 4313 749 422 494
cc-pVTZ:

Integrals 15312 704 711 702
Transformation 42 886 895 660 665
Solve 0 441 301 301
Assemble 0 5399 36 54
Total K% 58 197 7440 1710 1724
Iteration 1009 0 1021 1290
Total MP2 59414 7447 2941 3413

4n seconds for Pentium4/2 GHz.
bFull fitting basis used for all pairs.

°Extended domains for strong paifg;,= 3 bohr.

Pregnanediol Indinavir

tions for pregnanediol (5H360,) using cc-pVDZ and cc-
pVTZ basis sets. We first consider the CPU times for gener-
ating the transformed integral§;. For a molecule of this
medium sizg59 atoms, including 36 hydrogerthe conven-
two cases is of interest since the domain sizes affect thBonal DF-MP2 calculation is still 5.5 times faster than the
integral transformation times and in particular the CPU timelocal direct integral transformation as described in Ref. 5.
for solving the linear LMP2 equations. Calculations in which The time is further reduced by a factor of 3—4 in the DF-
only the domains of the strong pairs are extended are signiftMP2 case. This is mainly due to dramatic savings in the
cantly cheaper, and therefore this appears to be a cost effeassembly stepEq. (5)], for which the CPU time is reduced
tive choice. A relative error of 0.2% of the correlation energyby a factor of 150 from 1.5 hour®F-MP2/cc-pVT2 to 36
appears acceptable since it is very much smaller than typicaleconds(DF-LMP2/cc-pVT2. Also the transformation of
errors due to the basis s@bout 15% for cc-pVTZor in-  the 3-index integral$Egs. (8) and (9)] and the fitting[Eq.
trinsic errors of the MP2 approximation. (4)] becomes faster, due to the better screening and the re-
In order to demonstrate the efficiency of the DF-LMP2 duced number of transformed integrals in the local case. Fur-
method we have arbitrarily chosen two larger moleculesthermore, Table Il demonstrates the increasing savings with
namely  pregnanediol  (GH3s0,) and indinavir increasing basis size: while the cost of the LMP2 calculation
(C36H47N50,), shown in Fig. 1. The structure of preg- increases by about a factor of 14 when going from cc-pvVDZ
nanediol has been optimized at the B3LYP/cc-pVDZ level,to cc-pVTZ, the cost of the DF-LMP2 calculations increases
and that of indinavir at the B3LYP/6-3ZG level. Preg- only by a factor of 7. This increase is smaller than for the
nanediol has no double bonds and it is therefore expectedonlocal DF-MP2(10). All these factors are smaller than the
that the orbitals can be well localized. On the other handtheoretical one$32.0 and 13.5 foN* and N® scaling, re-
indinavir contains some benzene rings, and is therefore lespectively, which is partly due to the increased efficiency of
well localizable. In all calculations the prescreening threshthe matrix multiplications with larger matrix sizes and partly
olds THRAO and THRPROD were chosen to be 10. It has to the fact that the size of the fitting basis sets increases
been checked that this leads to energies within a microhasomewhat more slowly than that of the orbital basis sets.
tree of the values obtained with tighter thresholds of %0 Table 1ll also shows the total times for DF-MP2, DF-
The same thresholds were used in the LMP2 algofitand  LMP2, and LMP2 calculations. The DF-LMP2 time relative
in the non-local DF-MP2 calculations. As usual, a completeto that of DF-MP2 is somewhat less favourable than for the
ness criterion of 0.98 was used in the Boughton-Pulayintegral generation alone, since in the LMP2 case the linear
proceduré® for selecting the domains for the cc-pVDZ basis, LMP2 equations have to be solved. This time is sensitive to
and 0.985 for the cc-pVTZ basis. These thresholds lead tthe domain sizes, and significantly increases if the domains
almost identical domains for both basis sets. In all calculaare extended. In addition, some time is needed for the gen-
tions distant pairs have been treated by multipoleeration of the transformation matrices to the pseudo-
expansioné! using a distance criterioRy=8 bohr. Very  canonical basis for each pair, as needed for the update of the
distant pairs R gis/= 15 bohr) have been neglected. amplitude$ in the iterative scheme. This requires the diago-
In Table 11l the CPU times to generate the integriéls  nalization of a Fock matrix block for each pair and depends
are compared for LMP2, DF-MP2, and DF-LMP2 calcula-also on the domain sizes. Nevertheless, the total times are

FIG. 1. Structures of pregnanediol and indinavir.
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TABLE IV. Analysis of CPU-time$ for indinavir. and can be considered as just a short post-processing after
the HF calculation has been completed. Even though it might
be possible to improve the efficiency of our HF program for

LMP2 DF-MP2 DF-LMP2 DF-LMP2>¢

ce-pvDZ: extended systems, it is unlikely that the times would be re-
Integrals 2869 588 537 540 duced to the extent that DF-LMP2 would become the domi-
Transformation 4199 550 129 127 . .

Solve 0 497 84 84 nant computational step. The long HF times have prevented
Assemble 0 7314 7 9 us from presenting even larger calculations, either with big-
Total KI% 7068 8982 763 768 ger basis sets or for even larger molecules, in this paper. A
Iteration 478 0 479 690 remedy of this problem could be to apply density fitting ap-
Total MP2 7587 8974 1287 1509 proximations also in the Hartree-Fock calculation. Work in
cC-pvVTZ: this direction is in progress, and will be briefly discussed in
Integrals 25540 2992 2816 2816 the next section.

Transformation 56 620 4795 970 972 The correlation energies computed for pregnanediol and
ig's‘fmble % 82366643 36328 36527 indinavir are summarized in Table V. In both cases the ce-
Total KL 82 160 93900 4208 4220 pVvDZ baS|s.recove_rs about 82% of thg DF-MP2 corr_elanon
Iteration 3772 0 3775 6666 energy obtained with the cc-pVTZ basis. By comparing the
Total MP2 86 177 93914 8247 11221 DF-MP2 and DF-LMP2 results it is for the first time possible
aIn seconds for HP ZX6000 ltaniumz/900 MHz. tp assess the accuracy of the local apprqximations for rela-
bUsing linear scaling algorithm. tively large molecules. Unexpectedly, it is found that the
“Using extended domains for strong paiRS,,= 3 bohr. relative errors are significantly bigger than for the set of test

molecules shown in Table I. Particularly large errors are

found for pregnanediol, a well localizable molecule without
still a factor of 2—3 smaller than for DF-MP2, and is lessdouble bonds. With the cc-pVDZ basis, only 96.2% of the
than one hour on a low-cost PC for the cc-pVTZ basis set.nonlocal correlation energy are recovered. With the larger

A second, larger, example is shown in Table IV for thecc-pVTZ basis, 97.8% are obtained, still 1.2% less than the

indinavir molecule. The general pattern is similar to the pre-average value in Table I. The errors are reduced by about a
vious case, but the savings become more pronounced. In thiactor of 2 when the domains of the strong pairs are in-
case the DF-MP2 is more expensive than the LMP2. Thereased by a radiuBg,= 3 bohr, but for pregnanediol the
DF-LMP2 is six times faster than the LMP2 for the cc-pVDZ remaining error is still 1.1%, much larger than the average
basis, and more than ten times faster for the cc-pVTZ basigrror of 0.2% in Table I. In view of the large effect of the
The savings are even larger relative to the DF-MP2. Again, &asis set on the relative errors it is likely that a significant
dramatic reduction of time is seen in the assembly step. Fdraction of the difference between local and nonlocal corre-
the cc-pVTZ basis the time is reduced from 23 hours to 38ation energies is due to basis set superposition effects, which
seconds, i.e., by a factor of 2175. The smallest savings arare minimized in the local cagé®>!Possibly, these effects
achieved in the integral evaluation, and apart from the iteraare larger in saturated molecules in which the carbon atoms
tive solution of the LMP2 equations this dominates the com-have a tetrahedral three-dimensional environment than in
putational effort. The CPU time of 2.3 hours for the DF- molecules with conjugated bonds, which contain more planar
LMP2/cc-pVTZ calculation can be compared to the effort forsubunits. We have tested that neither the localization nor the
the preceding the HF calculation. Using the orbitals of thedistant pair approximations have a significant effé@bys
cc-pvVDZ calculation as a starting guess and an integralocalization yields about 0.1% more correlation energy for
threshold of 101!, this took about 40 hour§9 iterationg  pregnanediol than the Pipek-Mezey localization used for all
using two Athlon 1.2 GHz processors in paralifle single calculations in this papgrA further systematic investigation
processor speed is about 1.5 times lower than of the workef these effects is under way but beyond the scope of the
station used for the DF-LMP2 calculation§ hus, the DF-  present work.
LMP2 calculation takes only about 4% of the HF CPU time, By comparing the LMP2 and DF-LMP2 results it is also

TABLE V. Errors of local approximation for pregnanediol and indinavir as a function of the domain®sizes.

cc-pvDZz cc-pvTZ
R:x[ Ecorr A Ecorr % Ecorr A Ecorr %

Pregnandiole:

DF-LMP2 0 —3.238440 0.128 618 3.82 —4.020 395 0.089 232 2.17
DF-LMP2 3 —3.305 368 0.061 690 1.84 —4.064 465 0.045161 1.10
DF-MP2 —3.367 058 0.000 000 0.00 —4.109 627 0.000 000 0.00
Indinavir:

DF-LMP2 0 —6.244 577 0.187 209 291 —7.731696 0.139197 1.77
DF-LMP2 3 —6.354 340 0.077 446 1.20 —7.809763 0.061 130 0.78
DF-MP2 —6.431 786 0.000 000 0.00 —7.870893 0.000 000 0.00

RS, Distance criterion for domain extensions in bohr.
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TABLE VI. Effect of local approximations in the fitting basis on CPU-times 800 ————T—— T —— T —— T
and energies for indinavir. 3
| o—o Integrals
o—o Transformation
Fitting basis R4 /bohr CPU-timé ErroP v—v Solve
600 |- A—A Assembly

cc-pvVDZ: 3 o~ Total
Local pair 3 732 686 § L
Local pair 5 971 519 2
United pair 0 763 480 S 400}
Full 0 1024 480 g

=) L
cc-pVTZ: 6
Local pair 3 3878 1010 200
Local pair 5 4902 862
United pair 0 4208 832 F
Full 0 5853 832

O 1
2Time in seconds for integral§, (HP ZX6000 Itanium2/900 MHz 0
PErrors in microhartree relative to LMPZR(=0 bohr); E-MP?(cc-pvDZ) n
= —6.245 057 hartreeE-MP?(cc-pVTZ)= —7.732 528 hartree. 4000 ————T———
3500 |oabewe
L &4 DE-LMP2(a) _

possible to determine the fitting errors for large molecules. 300 77320 i

Table VI summarizes some results for indinavir. Again
somewhat unexpectedly, the fitting errors are larger with theg L
cc-pVTZ basis than with the cc-pVDZ basis, but in both E 2000~
cases the error is below a millihartree and entirely negligible';-"
compared to the local or basis set errgidote that the dif- & L
ference of the correlation energies for the cc-pVDZ and cc- 10001
pVTZ bases amounts to 1.44 hartree, which is more thar B
1700 times as large as the fitting enrdn the table the errors L
obtained with different approximations for the fitting basis 05"
are also compared. While the error introduced by orbital fit
domains is sub-microhartree, somewhat larger fitting errors
result if individual fit domains are used for each pair. In view F'C: 2. CPU timesHP ZX6000, 900 MH of DF-LMP2 calculations for

s . lycine polypeptide chains (Gly)as function of chain lengtm. Upper
of the fact that the use of pair flttlng domains does not lead t anel: CPU times for integration, transformation, fit, and integral assembly
additional savings we conclude that using orbital fit domainsn pF-LMP2 calculationg O(\) algorithm, see tejt The total times refer
is most cost effective. to the generation of the transformed integrél§ . Lower panel: Compari-
In order to demonstrate the scaling of the DF-LMP2son of total CPU times for DF-MP2, LMP2, and DF-LMP2 calculations. For

. . the DF-LMP2 timings for the full fitting basigcase(a), O(NV®)] and for the
method as a function of the molecular size we have used thIgcal orbital fitting basis are shown. In the latter case, timings without

same linear polyglycine chains (GLV).aS in our Previous  schwarz-screeningicase (b), O(A?)] and with full screeningicase (c),
work > In these very extended one-dimensional model syso(N)] are compared.

tems screening of the 2-electron integrals is most effective,

and they therefore represent an optimum case for the linear

scaling LMP2 method of Ref. 5. Despite the fact that theseamains themselvetee Fig. 3. Furthermore, the integral es-
model systems are quite unrealistic, they are useful for testimates obtained by the Schwarz inequalig. (10)] are not

ing the asymptotic scaling of local methods. The upper panelery accurate and in general much larger than the exact in-
of Fig. 2 shows the timings of the individual steps of thetegrals. We found that a threshold of 0can be used in the
density fitting calculation as a function of the chain length  screening procedure without affecting the accuracy by more
up to n=20. The cc-pVDZ basis set has been used. It igshan a microhartredthis also holds for pregnanediol and
found that linear scaling is achieved very early for the transindinavir, both for the cc-pVDZ and cc-pVTZ basis gets
formation, fitting, and assembly steps. The scaling of thePossibly, some further improvement of the efficiency could
fitting and assembly steps depends solely on the local agse achieved if better integral estimates were available.
proximations(treatment of distant pairs by multipole expan- In the lower panel of Fig. 2 the total times of LMP2,
sions, use of domains for the excitation and fitting spaces DF-MP2, and DF-LMP2 calculations are compared as a
and not on any integral screening. Therefore, the scaling bdunction of the chain lengtin. In the LMP2 and DF-LMP2
havior is expected to be rather insensitive to the moleculacases these times include the generation of the pair domains
structure and the basis set. The integral evaluation and thend the solution of the linear LMP2 equations, as well as all
transformation steps depend on integral screening. As seen ather overheads. Due to th@(N°) scaling the DF-MP2
the figure, the integration time strongly dominates the totabecomes very expensive for>8. For the DF-LMP2 three
time, and linear scaling is achieved later than for the othecases are comparetd) the full fitting basis is used for all
steps. This is due to the fact that the united orbital fittingpairs. As discussed in Sec. Il B this leads@\®) scaling.
domains reach their maximum sizes later than the pair do case(b) the fit is performed for each LMO in the basis of

conds

Downloaded 10 Apr 2013 to 150.203.35.130. This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://jcp.aip.org/about/rights_and_permissions



J. Chem. Phys., Vol. 118, No. 18, 8 May 2003 Linear scaling MP2 8157

00— 77T — 00——F—"+—"F—"——"F"—T"—T—"—T"—T—— T
" @—e united fit domains, R d=0
g v—v pair fit domains, R =3 \
§ 3000 full basis ] 800~ 2— pair fit domains, R =5
&
2 (o]
=
E & 600
o 2 q
€ 2000 g g f
) £
€ 2 400
2 O
o united orbital fit domains
& 1000 R
> — 200
< .

pair fit domains (R d=0)
0 1 N hd 1 hd 1 hd ! I 1 hd 1 I 1 hd 1 I 1 X - . X . ) ) , ) )
62 4 6 8 10 12 14 16 18 20 o2 T4 6 8 10 1z 14 16 18 20
n n

FIG. 3. Average sizes of fitting domains for glycine polypeptide chains 300
(Gly), (see text

@—e United fit domains, R =0
v—v pair fit domains, R d=3
a— pair fit domains, R c]=5

250

Q

orbital fit domains. This leads to linear scaling for the trans- £
formation, fitting and assembly steps, but since no Schwar:-; 200
screening has been used in the integration the scaling of th>
integration, and therefore of the overall cost, is quadratic.
Finally, in case(c) the screening has also been used in the®
integration, leading to overall linear scalif@part from very g 100k
small nonlinear contributions, which arise, e.g., from the E
generation of the PAOs and the calculation of the 2-index%
integrals, but have a negligible prefagtofhis latter case I
corresponds to the upper panel of the figure. For the preser ol , | | | | | | |
case, the DF-LMP2 metho@ase ¢ is about 3 times faster 6 2 4 6 & 10 12 14 16 18 20
than the LMP2 without density fitting. As already pointed n

out, these CalCU|at,|onS represent the optl_mum case for t . 4. Comparison of DF-LMP2 calculations for glycine polypeptide
LMP2, and the savings by the DF-LMP2 will be much larger chains (Gly) for different fitting approximations. Upper panel: CPU times
in calculations for more compact systems, as already demofpentium 4/2GHy for generating the transformed integrafs, . Lower
strated for pregnanediol and indinavir. This is because theanel: Fitting errors. The errors in the case with orbital fit domains are
DF-LMP2 method is far less dependent on integral SCreenmgithin a microhartree of those with the full fitting basis for all pairs.

than the LMP2 method. The savings will also increase with

increasing basis set.

Finally, Fig. 4 shows the timing&upper paneland fit-  vjew of this fact one of the most important problems to solve
ting errors(lower pane) for (Gly), using different approxi- pext is to reduce the HF time. Density fitting can be readily
mations for the fitting basis. The results obtained with theappjied to the Coulomb part of the Fock matrix, but previous
orbital fitting basis are within a microhartree of the ones forattempts to fit also the exchange part lead to st(N™)
the full fitting basis. If individual pair fitting bases are used, scaling. Despite the fact that the prefactor is low and signifi-
the errors appear smaller, but this is due to a fortuitous errogant time can be saved for medium size molectfidhis is
cancellation. In particular, foR;= 3 bohr the errors are very not a solution for large molecules. However, the current
small, but they approach the one for the full fitting basis if ork offers a way forward: If the orbitals are localized in
Ry is increased. Note that in the figure the negative of thesach iteration, similar techniques as described in this work
errors is shown, i.e., the DF-LMP2 values are lower than th@gr _LMP2 can be applied to compute the exchange integrals
LMP2 ones. This is opposite to what was found for mostKiiV in HF, and low-order—asymptotically linear—scaling
molecules, including indinavir and pregnanediol. The uppekhould become possible. We have recently implemented such
panel of the figure shows that the CPU times are approxiy |ocal DF-HF method and first results are presented in the
mately the same if orbital fit domains are used as for pair fitf0||owing_ The Coulomb and exchange contributions to the
domains with Ry=3 bohr, while the calculations foRy  Fock matrix are constructed from the half-transformed inte-
=5 bohr are more expensive. Since the calculations with Ofyrals (ui|A) [cf. Eq. (8)] as
bital fit domains are most accurate, this appears to be the best

LMP2:

150

50

method, consistent with what was found above for indinavir.
3= 2 da(Alpr), (11)
IV. LOCAL DENSITY FITTING IN HARTREE-FOCK
As pointed out in the previous section, DF-LMP2 calcu- K= 3 (,ui|A)dVi (12)
lations are much faster than the preceeding Hartree-Fock. In ~ “" T AT, A
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TABLE VII. DF-HF energies as a function of the domain sfzisthe HF orbital optimization for indinavit.

Ropt/ Renerg N2 Ene® Error CPUtot)® CPU(fit)f
5/5 698 —1962.987 417 10599 70 13
5/10 1776 —1962.996 701 1315 97 40
5/12 2269 —1962.996 996 1020 117 60
5/14 2796 —1962.997 103 913 134 77
5/full 4965 —1962.997 182 834 250 184
full/full 4965 —1962.997 184 832 250 184
5/exact —1962.998 014 2 594

exact —1962.998 016 0 594

®Ropt bohr is the domain siz&, (see textin the orbital optimizationRenerqthe one for computing the final
energy.full means the full fitting basis, arekactthe HF energy without fittingN§' is the average number of
fitting functions per orbital in the energy calculation.

bThe cc-pVTZ orbital basis has been used along with the corresponding JK-fitting basis of Wetgén2g.
‘Local fitting for exchange only.

“Error in microhartree relative to the exact calculation.

®CPU time for Fock-matrix evaluation in minutes on Athlon 2200

fCPU time for transformation and fit in minutes on Athlon 22Q0The difference of the last two columns is the
time for integral evaluation.

where energy on the fitting domain size. Local approximations are
applied only to the exchange pdtbcal approximations in
da= 2 (vi[B)[10]as, Acliln, (13)  the construction of the Coulomb matrix work equally well
Belilnt for the orbital optimization, but lead to larger errors in the
‘ energie?). The orbitals were optimized using relatively
dA=2 C,idy (14  small fitting domains, i.e.Ry=>5 bohr, and the final energy
vi

was then evaluated using larger domains. Since(tiega-

and whereJ' is a diagonal block of] involving only the tive) exchange energies are underestimated with small do-
fitting functions in[i ] . Without local approximations, this mains, the total HF energies are too high in all cases and
corresponds to the method recently described by Weig&nd,converge from above to the energy obtained with the full
and the exchange part scales@6\V*). However, if local-  fitting basis. Despite quite large errors in the HF energies
ized orbitals are used, the fitting basis for a given orhital obtained withRy=5 bohr, the orbitals optimized with this
can be restricted to an orbital fitting domdinls;. In our  small fitting basis yield accurate energies with larger fitting
implementation, this domain includes all functions at atomsbases. The table shows that the energies computed with these
which have a Lavdin chargel'N:EHEN[Sl’ZC]ii of at least orbitals and the full fitting basis agree within 2 microhartree
0.05, plus all functions at atoms within a rangg of any of  with the ones obtained in a HF calculation with the full fit-
the primarily selected atoms. The size of these domains i8ng basis. Using domain extensioRg of 10—12 bohr, the
asymptotically independent of the molecular size, and thereerrors become significantly smaller than the errors caused by
fore the scaling of Eqg12) and(13) is reduced fromO(N*) the nonlocal fitting itself.
to O(N?3) and O(N?), respectively. Furthermore, the inte- The local approximations lead to significant savings. The
grals (ui|A) will decrease quickly with increasing distance construction of the Fock matrix for indinavir with the cc-
betweenu andi. Asymptotically, the number of significant pVTZ basis set an&,;=>5 bohr takes about 70 minutes on an
integrals will therefore scale linearly with molecular size, Athlon 2200+ (1.8 GH2 machine. Of this time, 57 minutes
and if this is taken into account linear scaling can beare spent in the integral evaluation, and only 13 minutes are
achieved for the exchange part. The construction of the Couseeded for the linear algebf&gs. (8), (12), and(13)]. The
lomb matrix [Eq. (11)] scales quadratically. The prefactor localization takes neglible time. Timings for larger fitting
depends sensitively on the size of the fitting domains. As willdlomains are also shown in Table VII. The nonlocal calcula-
be demonstrated below, sufficiently accurate orbitals are oltion of the Fock matrix with the full fitting basis takes 250
tained if a domain extensioRy=>5 bohr is used in the HF minutes. Of this time, 184 minutes are spent in the linear
iterations. In order to compute an accurate energy, largealgebra, a factor of 14 more than in the local case. The exact
domains are needed, typical valuesRyf are 10—12 bohr. integral-direct evaluation of the Fock matrix without density
The Coulomb energy is more sensitive to the domain sizditting takes between 594 minutes with the full density in the
than the exchange energy, and therefore the Coulomb pdiitst iteration and 205 minutes with the difference density in
can optionally be computed in the usual way without localthe last iteration(using the SEWARD program of R. Lindh
approximations. A detailed investigation of the acuracy ancet al®>® and a screening threshold of 18). The average
efficiency of this method will be presented in a forthcomingtime per iteration is about 2/3 of the initial time.
paper? The DF-HF method can be applied to quite large mol-

Some preliminary results obtained with the new localecules and basis sets. For instance, the local Fock matrix
DF-HF method are presented in Table VII for the indinavir construction for indinavir with the full cc-pVQZ bas{8885
molecule. The table demonstrate the dependence of the Hbasis functionstakes 346 minutes, and for (Ghgwith cc-
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pVTZ basis (3298 basis functions 131 minutes Ry step in DF-HF and DF-LMP2 calculations. In our current
=5 bohr). For comparison, in the latter case the exact calimplementation the integrals are evaluated once in the DF-
culation of the Fock matrix takes 674 minutes. In our presentMP2 case and twice in the DF-HF per iteration. The half
DF-HF implementation 80-90% the CPU-time is spent intransformed integrals are stored on disk. Even though the
the evaluation of the 3-index integrals. We believe that ounumber of significant integrals scales linearly, the disk stor-
current integral code is far from being optimal, and that itage and the I/O could become a bottleneck in calculations for
will probably be possible to reduce the integral times at leastarge molecules with very accurate basis sets. Alternatively,
by a factor of 2—3. This means that the local density fittingone could recompute the integrals for batches of transformed
HF has the potential to become an order of magnitude fastéptegrals, and avoid the storage of the half transformed inte-
than the conventional direct HF. The savings increase wittgrals. However, this would quite strongly increase the CPU
increasing basis set size. Further reduction of the HF timéme and deteriorate the scaling with molecular size. A rem-
can be achieved by using smaller basis sets in the HF calc@dy to this problem might be the use of Poisson fitting bases,
lation than in the subsequent correlation treatment, as firgtn idea first discussed by Mintmire and Dun?émndgre-
proposed by Jurgens-Lutovsky and Alff8 For instance, cently turned into a practical approach by two of*&s? In
omitting in the cc-pVQZ basis set the highest angular mothis case, most of the necessary 3-index 2-electron integrals
mentum functiongboth in the orbital and the fitting bages reduce to simple 1-electron overlap integrals, which are
reduces the time for the Fock matrix evaluation to from 346much faster to evaluate than the 2-electron integrals. Further-
to 182 minutes. We found that such approximations havénore, their number scales linearly with molecular size, with-
only a negligible effect on the LMP2 total energiéspro- ~ out any local approximations. The application of such fitting
vided single excitations are taken into account in the LMP2basis sets to DF-HF and DF-LMP2 will be described in a
forthcoming publicatiorf®
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