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We investigate static correlation and delocalization errors in the self-consistent GW and random-phase
approximation (RPA) by studying molecular dissociation of the H2 and LiH molecules. Although both
approximations contain topologically identical diagrams, the nonlocality and frequency dependence of the
GW self-energy crucially influence the different energy contributions to the total energy as compared to the use
of a static local potential in the RPA. The latter leads to significantly larger correlation energies, which allow
for a better description of static correlation at intermediate bond distances. The substantial error found in GW

is further analyzed by comparing spin-restricted and spin-unrestricted calculations. At large but finite nuclear
separation, their difference gives an estimate of the so-called fractional spin error normally determined only in the
dissociation limit. Furthermore, a calculation of the dipole moment of the LiH molecule at dissociation reveals
a large delocalization error in GW making the fractional charge error comparable to the RPA. The analyses are
supplemented by explicit formulas for the GW Green’s function and total energy of a simplified two-level model
providing additional insights into the dissociation limit.
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I. INTRODUCTION

Many-body perturbation theory (MBPT) [1] and Kohn-
Sham (KS) density functional theory (DFT) [2–4] are es-
tablished as two prominent frameworks in computational
electronic structure theory. Both are, in principle, exact but
in practical calculations a careful choice of approximations
has to be made. The central quantity to approximate is the
exchange-correlation (xc) energy. In MBPT, the xc energy is
calculated from the interacting one-particle Green’s function
G, which is obtained from the nonlocal and frequency-
dependent self-energy (�) via Dyson’s equation. In contrast,
KS-DFT requires a local (i.e., multiplicative) and static
exchange-correlation potential (vxc) and hence approxima-
tions to the xc energy must be expressed in terms of a
noninteracting KS Green’s function. Only in their simplest
form when both vxc and � are zero, i.e., in the Hartree
approximation, the MBPT and KS-DFT formalisms are
equivalent.

When more advanced approximations to the electron-
electron interaction are considered, the nonlocality and fre-
quency dependence of the self-energy—as opposed to the
local and static xc potential in KS theory—may lead to
qualitative differences in the description of the ground state
and xc energy in MBPT and DFT. Understanding the origin of
these differences is essential for advancing the development of
new density functional and self-energy approximations, and it
constitutes the main purpose of this work.

The GW approximation [5] to MBPT and the random
phase approximation (RPA) to DFT [6] are state-of-the-art

approximations for first-principles excited- and ground-state
electronic structure calculations [7–12]. Previous works have
established their analogies and differences [13,14]. The xc
energy in GW and RPA can be represented in terms of
topologically identical Feynman diagrams. Moreover, GW

and RPA share a common total-energy expression [13,15,16],
i.e., an expression with the same functional dependence on
the single-particle Green’s function. However, as alluded to
in the first paragraph, the RPA energy is optimized with
respect to Green’s functions originating from a local KS
potential, whereas the GW energy is optimized by allowing for
free variations of the Green’s function leading to a nonlocal
and frequency-dependent self-energy. The differences between
RPA and GW can thus be ascribed to the framework in which
they are evaluated.

The performance of perturbative RPA (i.e., the RPA
evaluated at a non-self-consistent KS Green’s function) has
been studied in several works [17–22]. Conversely, the GW

approximation, which has mostly been used for quasiparticle
calculations, has only recently been explored for the calcu-
lation of ground-state properties [23,24]. The development
of the fully self-consistent RPA (scRPA) and GW (scGW )
provides a unique assessment and evaluation of ground-state
properties unbiased by the starting-point dependence that
characterizes the perturbative approaches [13,25–29]. More-
over, self-consistency is essential to investigate the impact of
advanced xc approximations on the electron density, since
perturbative approaches do not alter the underlying wave
function [30].
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The total-energy curve of covalently-bonded diatomic
molecules provides an important and difficult test case for
both MBPT and DFT approximations. The dissociation of
molecules with open-shell atoms such as H2 and LiH are
characterized by a large degree of static correlation, i.e., the
electronic wave function is not representable in terms of a
single Slater determinant. Therefore the accuracy achieved
in the description of the dissociation region reflects the
capability of a given xc approximation to capture (or mimic)
the multiple Slater determinant character of the wave function.
It is already well known that RPA yields a good description
of the total energy in the dissociation region [31–34], whereas
GW overestimates it considerably [14,26]. In addition to the
problem of static correlation, dissociation tests the ability of
a functional to localize the electrons, important to accurately
capture the abrupt change in the density upon atomization.
How well GW and RPA perform in this regard is still unknown
and will be addressed here.

In this paper, we present a thorough analysis of scGW

and scRPA for ground-state properties of diatomic molecules
at dissociation. We investigate the impact of locality and
nonlocality on the different energy contributions to the
total energy. We also illustrate that a nonlocal treatment of
exchange and correlation in the GW approximation opens
the gap between the highest-occupied and lowest-unoccupied
molecular orbitals (HOMO and LUMO). Furthermore, the
frequency dependence of the GW self-energy is shown to
significantly modify the ground-state of the system, leading,
e.g., to a density matrix with fractional occupation numbers.
Although GW can capture important many-body physics it
reaches very slowly to the dissociation limit. The local RPA
potential, on the other hand, approaches the dissociation limit
faster and thus yields a better description of the ground state
energy in the dissociation region.

A convenient way to test the performance of an approx-
imate functional with respect to static correlation and the
ability to localize the electrons is to determine the so-called
fractional spin and fractional charge errors. The fractional
spin and fractional charge errors of the RPA have been
studied previously [33,35]. In order to estimate the same
errors in GW , we have used a more indirect approach. To
determine an approximate fractional spin error, we compare
spin-unrestricted dissociation with spin-restricted dissociation
and in order to determine a fractional charge error we study the
dipole moment of LiH as a function of nuclear separation. In
this way, the errors are not determined in the dissociation limit
but at large finite R, far beyond the point of atomization. Both
GW and RPA are affected by rather large fractional charge
errors and hence suffer from an insufficient ability to accurately
localize the electrons during dissociation. While RPA is free
from fractional spin error at large interatomic distances, GW

also exhibits a rather large fractional spin error.
Our first-principles calculations are complemented by an

analytic derivation of explicit formulas for the Green’s function
and the correlation energy of a model two-level H2 molecule.
This allows us to investigate the limit of infinite interatomic
separation, which is not accessible by numerical studies.
The results indicate that GW and RPA are very similar in
the dissociation limit but that GW is subjected to a very
slowly converging gap leading to a very different behavior

in the dissociation region. The spurious local maximum
characteristic of the RPA total energy curve could therefore
also be present in GW , albeit largely extended.

The paper is organized as follows. In Sec. II, we introduce
the GW and RPA total energy functionals. In Sec. III,
we discuss the problem of covalent bond dissociation and
the impact of nonlocality and frequency dependence on the
ground-state properties of the system. Section IV presents
the derivation of an analytic expression for the one-shot GW

Green’s function and for the GW and RPA correlation energy
in the dissociation limit for a simplified two-level model.
We present an analysis of the fractional spin and fractional
charge errors in MBPT in Sec. V. Finally, our summary and
conclusions are presented in Sec. VI.

II. THEORY

The usual and most direct way of calculating the total
energy from the single-particle Green’s function G is via the
Galitskii-Migdal (GM) formula [36]:

Etot[G] = T [G] + Eext[G] + EH[G] + Exc[G], (1)

in which T denotes the kinetic energy, Eext the external
potential energy, and EH the Hartree energy. The exchange-
correlation (xc) energy

Exc[G] =
∫ ∞

0

dω

2π
Tr {�(iω)G(iω)}, (2)

is determined from �, which is here defined as the self-energy
minus the Hartree potential vH(r) = ∫

dr′n(r′)v(r − r′). The
self-energy is also needed to compute G via Dyson’s equation

G = GH + GH�[G]G. (3)

Notice that spatial and time coordinates have been suppressed
in order to keep the notation light. The GM expression is
nonvariational (i.e., δEtot[G]/δG �= 0 when G is the solution
of the Dyson equation). Therefore, when evaluating Eq. (1), it
is necessary that G is obtained from the iterative solution of
Eq. (3) in order to get accurate results (see, e.g., Refs. [23,25]).
In MBPT it is also possible to formulate energy functionals,
which are variational with respect to G [i.e., δEtot[G]/δG = 0
when G satisfies Eq. (3)]. Several different kinds have been
proposed [37–39] but the most simple is the one introduced by
Klein [15]:

EK[G] = −i�[G] + iTr
{
GG−1

H − 1 + ln(−G−1)
} + EH.

(4)

The � functional is related to the self-energy by � = δ�/δG.
It is easy to verify that in any approximate but �-derivable
self-energy EK is stationary when G obeys Dyson’s equation.
Furthermore, at the stationary point EK equals the total energy
obtained from the corresponding GM formula. However,
the Klein functional is more advantageous than the GM
expression when considering approximate Green’s functions
since the variational property of the Klein functional ensures
that the total energy will be close to that evaluated with the
self-consistent G. Thus the variational nature of the Klein
functional can be employed to avoid the numerical complexity
of the Dyson’s equation, and at the same time obtain an energy
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close to the self-consistent one. The accuracy to which this can
be achieved has been investigated in previous work [26] and
will be highlighted also in the present work.

We will now specialize the discussion to two �-derivable
approximations: the Hartree-Fock/exact-exchange (HF/EXX)
and the GW /RPA approximations. At the HF level, the �

functional assumes the following form:

� = i

2
Tr {GGv}. (5)

It can be easily verified that applying the functional derivative
� = δ�/δG to Eq. (5) yields the Fock self-energy iGv,
which is nonlocal and frequency independent. The HF Green’s
function will thus take the form of a noninteracting Green’s
function. Evaluating Eq. (4) with an arbitrary noninteracting
Green’s function—here denoted Gs—results in [39]

EK = Ts + Eext + EH − i�[Gs], (6)

where Ts is the kinetic energy of noninteracting electrons.
When � is given by Eq. (5) this is just the standard HF
expression for the total energy. By comparing Eqs. (1) and
(6), one sees that at the HF level and at a noninteracting Gs

the Klein expression and the GM formula coincide.
We can further restrict the Green’s function Gs to come

from a local potential. In this way, Eq. (6) has the same form as
the total energy in KS DFT and −i�[Gs] can be identified with
the KS xc energy [39]. If the HF approximation is constrained
to be evaluated with a Gs from a local potential, the Klein
functional reduces to the EXX functional. It is well known that
when the EXX functional is optimized with respect to the local
EXX potential—as opposed to the nonlocal HF self-energy—it
produces an energy very similar to (and slightly higher than)
HF. For example, the difference in total energy of atoms is
around 10 parts per million [40]. The HF Klein functional
is thus quite stable with respect to variations in the Green’s
function.

Let us now turn to the GW approximation for which the
self-energy is given by

� = iGW = iG[v + vχHv], (7)

where

χH = χ0 + χ0vχH (8)

is the reducible polarizability in the Hartree approximation and
χ0 = iGG is the zeroth order approximation to the irreducible
polarizability. In the GW approximation for �, the GM
exchange-correlation energy in Eq. (2) reduces to

Exc[G] = Ex[G] +
∫ ∞

0

dω

2π
Tr {v[χH(iω) − χ0(iω)]}. (9)

Equations (9) and (1) provide the explicit form of the GM
energy in the GW approximation. At self-consistency, the GM
energy is equal to that obtained from the Klein functional.
Therefore, due to the simplicity of the GM expression and its
natural decomposition into different energy contributions it is
more convenient to use the GM expression whenever the self-
consistent GW Green’s function is considered. All the self-
consistent results presented in the next sections correspond to
the evaluation of the GM formula.

Let us now evaluate the Klein GW functional with a
noninteracting Gs . The �-functional generating the GW

self-energy is equal to

� = 1
2 Tr {ln(1 + ivGG)}. (10)

It can be easily verified by functional differentiation of Eq. (10)
that � = δ�/δG = iGW . If evaluated with a noninteracting
Green’s function Gs , Eq. (10) takes the form of the RPA xc
energy functional:

1

2
Tr {ln(1 + ivGsGs)}

= Ex[Gs] +
∫ ∞

0

dω

2π

∫ 1

0
dλ Tr

{
v
[
χH

λ (iω) − χs(iω)
]}

,

(11)

where Ex = i
2 Tr GsGsv is the Fock exchange energy, χs =

iGsGs is the irreducible polarizability (or noninteracting
density response function) evaluated with the KS Green’s
function and χH

λ is the reducible polarizability (or the Hartree
density response function) of a system with a linearly scaled
Coulomb interaction λv, i.e.,

χH
λ = χs + λχsvχH

λ . (12)

The RPA energy is therefore just the GW Klein functional
evaluated with a noninteracting Green’s function. If we
compare Eqs. (1) and (9) to Eqs. (6) and (11), we see that apart
from the input Green’s function, the GW and RPA energy
expressions differ only by a coupling constant integral.

To facilitate the comparison and make a clear distinction
between the GW and the RPA energies, we will from now on
denote the GM GW correlation energy UGW

c and the Klein
RPA correlation energy ERPA

c :

UGW
c =

∫ ∞

0

dω

2π
Tr

{
v
[
χH(iω) − χ0(iω)

]}
, (13)

ERPA
c =

∫ ∞

0

dω

2π

∫ 1

0
dλ Tr

{
v
[
χH

λ (iω) − χs(iω)
]}

. (14)

Differently from Uc, Ec incorporates also the so-called kinetic
correlation energy—defined as the difference between the
kinetic energy of the interacting system and that of the fictitious
noninteracting particle system—which is included through the
adiabatic-connection integrations over the interaction strength
λ. Uc, on the other hand, includes only electronic correlation
arising from the Coulomb interaction. It is therefore possible
to define the kinetic correlation energy in the RPA through the
following expression:

T RPA
c [Gs] ≡ ERPA

c [Gs] − UGW
c [Gs]. (15)

When the Klein and the GM functionals are evaluated with
a noninteracting Green’s function, the total energies obtained
from the two approaches will differ exactly by Tc, since the
remaining energy terms in the Klein and GM formula have the
same functional dependence on Gs . Using Eq. (15), we can
rewrite the RPA total energy as

ERPA[Gs] = Ts[Gs] + T RPA
c [Gs] + Eext[Gs]

+EH[Gs] + Ex[Gs] + UGW
c [Gs]. (16)
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Notice again that this rewriting of the Klein functional as a
functional of Gs is only possible for a noninteracting Gs . The
GM expression instead is defined for any G and we will call
this the GW energy

EGW [G] = T [G] + Eext[G] + EH[G]

+Ex[G] + UGW
c [G]. (17)

In the next section, we will use Eqs. (16) and (17) for
comparing the different energy contribution in the GW and
the RPA. In the following, we evaluate the Klein and GM
functionals employing Green’s functions evaluated in the RPA
and GW approximations. To avoid possible dependencies
on the starting point, both approaches are iterated to full
self-consistency—denoted as self-consistent GW (scGW ) and
self-consistent RPA (scRPA). In scGW the Green’s function
is obtained from the iterative solution of Dyson’s equation
(3) with � in the GW approximation [see Eq. (7)]. The
scGW method has been implemented in the FHI-aims code
[43,44]. Details of the scGW implementation can be found
elsewhere [45]. If not otherwise stated, coupled-cluster singles
doubles (CCSD) and full configuration interaction (full-CI)
calculations have been performed with the ORCA code package
[46] using Dunning’s cc-PVDZ and cc-PVTZ Gaussian basis
sets [47] and extrapolated to the complete basis set limit.

In scRPA, the energy is optimized with respect to a local
potential determined by the optimized effective potential
equation (also known as the linearized Sham-Schlüter (LSS)
equation) [48,49]. In RPA, it is given by [13,50]

∫
χsv

RPA
xc = −i

∫
dω

2π
�GW [Gs](ω)Gs(ω)Gs(ω), (18)

where spacial variables have been suppressed. Details on the
implementation can be found in Ref. [35].

For comparison, we will also consider the GM and Klein
functional evaluated using Green’s functions from the HF
approximation and the semilocal PBE approximation [51].
In these cases, the corresponding GM (Klein) total energy
functional is equivalent to the inclusion of GW (RPA)
correlation energy UGW

c (ERPA
c ) at the level of first-order

perturbation theory. This allows us to establish a connection
with previous works in which the RPA and GW total energies
have been considered at a perturbative level.

III. TOTAL ENERGY

In this section, we present an analysis of the different contri-
butions to the H2 total energy curve. The results illustrate how
a nonlocal and frequency-dependent treatment of exchange
and correlation effects may affect the ground-state properties
of diatomic molecules composed of open-shell atoms.

A. Coulomb energy and the HOMO-LUMO gap

In Fig. 1, we report the dissociation curves of H2 evaluated
with scGW , scRPA, and HF. Exact reference values from
full-CI calculations are included for comparison [41]. Due
to the variational properties of the Klein functional, one may
expect that scGW and scRPA provide a qualitatively similar
description of the total energy along the entire dissociation
curve. However, as observed in Ref. [14], the scGW and scRPA
total energies differ considerably for bond lengths larger
than 2 Å.

In the following, we illustrate that the Coulomb correlation
energy depends significantly on whether it is evaluated with a
Green’s function derived from a local or a nonlocal potential.
The total energy is decomposed according to Eqs. (16) and
(17), which allows us to analyze the different contributions
separately using different Green’s functions. In the left panel
of Fig. 2, we report the Coulomb part of the correlation energy
UGW

c [G] [given by Eq. (13)] evaluated with Green’s functions
obtained from PBE, scRPA, HF, and scGW . The correlation
energies evaluated from scGW and G0W0@HF are in very
good agreement, and so are the UGW

c [G] derived from the
scRPA and PBE Green’s functions. However, the correlation
energy is significantly larger when the Green’s function is
derived from a local potential (scRPA and PBE) as compared
to a nonlocal one (scGW and HF). In fact, the use of a local
potential increases the Coulomb energy by almost a factor
of 2 in the dissociation region. As analyzed in Ref. [14],
this behavior is intimately related to the HOMO-LUMO (or
quasiparticle) gap contained in the Green’s function. In the
KS system of a molecule with open-shell atoms like the
H2 molecule, the gap is largely underestimated and decays
exponentially fast to zero with nuclear separation. A nonlocal
potential is thus required to reproduce the true quasiparticle
gap. Indeed, in the right panel of Fig. 2, we see that the HF and
scGW gaps are closer to the true gap, at least up to 2 Å. At
larger R, the exact full-CI gap quickly reaches a finite value
corresponding to the difference between the ionization energy
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FIG. 1. (Color online) H2 dissociation curves in spin-unrestricted/restricted self-consistent (Usc/sc) GW , RPA, and HF. Results are
compared to accurate full-CI results from Ref. [41].
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FIG. 2. (Color online) (a) UGW
c evaluated with the KS Green’s function in PBE and RPA (denoted G0W0@PBE and scRPA) and with GW

and HF Green’s functions (denoted G0W0@HF and scGW ). (b) Kinetic energies calculated with different Green’s functions as T [GGW ] for
scGW , T [GHF] for G0W0@HF, T [GPBE] for G0W0@PBE and T [GRPA] + Tc[GRPA] for scRPA. We also report the exact kinetic energy from
the full-CI calculations of Ref. [42]. (c) Corresponding HOMO-LUMO gaps.

and the electron affinity of the Hydrogen atom. In contrast,
all approximate methods considered here yield a vanishing
HOMO-LUMO gap at dissociation. Furthermore, the HF
and scGW approximations exhibit a very slow convergence
(with respect to increasing bond length separation) to the
dissociation limit. Since UGW

c decays as the square root of
the gap [16,32], the large difference in Coulomb correlation
energy when using a local and a nonlocal potential is a direct
reflection of this slow convergence. The interdependence of the
HOMO-LUMO gap and the Coulomb correlation energy UGW

c

is investigated in more detail in Sec. IV, where the analytical
solution of the Green’s function for a two-level model of the
H2 molecule is presented.

In Fig. 3, the RPA total energy is calculated with a HF
Green’s function (RPA@HF). The energy is now very close to
the self-consistent GW result showing that the nonlocality of
the self-energy is a crucial factor for the variational property
of the Klein energy expression. The difference between
RPA@HF and G0W0@HF is exactly Tc[GHF], which can be
seen to be almost constant along the dissociation curve. In the
next section, we further analyze kinetic correlation effects.
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FIG. 3. (Color online) Total energy of H2 evaluated in RPA and
GW based on first-order perturbation theory and full-CI results [41].

B. Kinetic energy and density matrix analysis

In the middle panel of Fig. 2, we report the kinetic
contributions to the total energy evaluated in PBE, HF, scGW ,
and scRPA. The scRPA kinetic energy, defined as the sum of
the noninteracting kinetic energy and the kinetic correlation
energy [see Eq. (15)], is in close agreement with exact full-CI
results [42].

Just like the Coulomb correlation energy Uc, also the
kinetic energy depends strongly on the input Green’s function.
However, the scGW (T [GGW ]) and G0W0@PBE (T [GPBE])
kinetic energies assume similar values at every R. When
evaluated with a HF Green function T [GHF], on the other
hand, the kinetic energy decreases by approximately 15%–
20%. This underestimation can explain almost the most
of the difference between scGW and G0W0@HF around
equilibrium (see Fig. 3). However, when stretched, a difference
in the external, Hartree and exchange energies also become
important indicating that the difference in the density and
the density matrix between HF and scGW increases with
separation. Indeed, in addition to the importance of screening
the Coulomb potential, a qualitative change in the GW

ground-state at self-consistency can occur due the frequency
dependence of the GW self-energy. Figure 4 shows the first
two natural occupation numbers (n1 and n2) of the density
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FIG. 4. (Color online) Natural occupation numbers obtained by
diagonalizing the density matrix.
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matrix—i.e., the eigenvalues obtained from the density-matrix
diagonalization—in the different approximations compared to
exact reference data from full-CI calculations. As expected,
HF behaves as an independent particle approximation, i.e.,
the density matrix occupation numbers are integer at all bond
lengths—reflecting the fact that the density matrix is idempo-
tent for noninteracting particle systems. Identical results are
obtained for PBE and scRPA. On the other hand, according to
exact full-CI calculations, n1 and n2 should both approach 0.5
in the dissociation limit, due to the multiple Slater-determinant
character of the electronic wave function at dissociation. The
GW density matrix yields fractional occupation numbers at all
bond lengths. Therefore the dynamical GW self-energy leads
to interacting ground-state properties that are qualitatively
different from the noninteracting particle ground-state of HF,
PBE, and scRPA. However, the occupation numbers still
largely deviate from the full-CI values, and at 6 Å n1 and n2 are
far from the exact results. In the next section, we illustrate that
for a two-level model for H2, the occupation n1 and n2 reach
full degeneracy (n1 = n2 = 0.5), at dissociation. However, this
limit is only reached at very large interatomic separation due
to the slow variation of the occupation numbers (∼	ε1/4)
on the HOMO-LUMO gap 	ε. This slow convergence to
the dissociation limit, further discussed in Sec. IV, appears
a characteristic feature of the GW approximation.

IV. DISSOCIATION LIMIT OF H2 IN A MINIMAL BASIS

To gain further insight into the dissociation of H2 and, in
particular, the dissociation limit (R → ∞), in GW and RPA
we will study a minimal basis H2 model system described by
the HOMO and the LUMO orbitals only. The same model
has previously been used to study the dissociation limit of
the RPA [31] and the quasiparticle gap in the perturbative
GW approximation [52]. More recently, the similar two-site
Hubbard model was used to capture qualitative features of
H2-dissociation for approximations beyond the RPA [34].

A. Minimal basis model for H2

At large nuclear separation R, the HOMO is approximated
by the symmetric linear combination of the atomic orbitals,
localized at atom A and B,

ϕH (r) = 1√
2

[ϕA(r) + ϕB(r)] , (19)

and the LUMO is approximated by the corresponding anti-
symmetric linear combination

ϕL(r) = 1√
2

[ϕA(r) − ϕB(r)] . (20)

We can then construct the noninteracting (or KS) time-ordered
Green’s function

Gs(r,r′,ω) = ϕH (r)ϕH (r′)
ω − εH − iη

+ ϕL(r)ϕL(r′)
ω − εL + iη

, (21)

where εH/L is the HOMO/LUMO eigenvalue. The interacting
model Green’s function is determined by inverting the Dyson

equation [see Eq. (3)]

G(r,r′,ω) =
∑
ij

ϕi(r)[A−1(ω) − �(ω)]−1
ij ϕj (r′). (22)

The sum runs over the HOMO and the LUMO and the matrix
A is equal to

A−1 =
[
ω − εH − iη 0

0 ω − εL + iη

]
. (23)

A matrix element of the self-energy is determined from
�ij (ω) = ∫

dr1dr2ϕi(r1)�(r1,r2; ω)ϕj (r2). In the HF approx-
imation, the self-energy matrix becomes diagonal:

� =
[

1
2 [U0 + U1] 0

0 1
2 [U0 + 3U1]

]
(24)

with

U0 = 〈
ϕ2

A

∣∣v∣∣ϕ2
A

〉 = 〈
ϕ2

B

∣∣v∣∣ϕ2
B

〉
(25)

U1 = 〈
ϕ2

B

∣∣v∣∣ϕ2
A

〉
. (26)

Making use of Eq. (24), it is straightforward to evaluate
Eq. (22). We find

GHF(r,r′,ω) = ϕH (r)ϕH (r′)
ω − εH − 1

2U0 − 1
2U1 − iη

+ ϕL(r)ϕL(r′)
ω − εL − 1

2U0 − 3
2U1 + iη

. (27)

The quasiparticle gap thus increases with U1 in the HF ap-
proximation. As R → ∞, U0 remains finite while U1 vanishes
as 1/R. The HF gap therefore reduces to the noninteracting
HOMO-LUMO gap in the dissociation limit but decays as
1/R, which can be compared to the exponentially fast decay
of the noninteracting gap.

B. GW gap in the dissociation limit

Let us now turn to the GW approximation and evaluate the
self-energy with Eq. (21). Hence � = iGs[v + vχv] and

χ = χs + χsvχ (28)

with χs = −iGsGs . In terms of orbitals and eigenvalues we
can write

χs = 2

[
fs(r)fs(r′)

ω − 	ε + iη
− fs(r)fs(r′)

ω + 	ε − iη

]
, (29)

where fs(r) = ϕH (r)ϕL(r) and 	ε = εL − εH . Inserting
Eq. (29) into Eq. (28), we find

χ = 2
	ε

	E

[
fs(r)fs(r′)

ω − 	E + iη
− fs(r)fs(r′)

ω + 	E − iη

]
, (30)

where 	E =
√

	ε2 + 4vs	ε and vs = 〈fs |v|fs〉.
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The correlation part of the self-energy in the r and r′ basis
is then easily determined:

�c = i

∫
dω′

2π
Gs(ω + ω′)vχ (ω′)v

= 2
	ε

	E

[
λHH (r′,r)

ω + 	E − εH − iη
+ λLL(r′,r)

ω − 	E − εL + iη

]
(31)

in which

λkk(r′,r) =
∫

dr1dr2ϕk(r)v(r,r1)fs(r1)fs(r2)v(r2,r′)ϕk(r′).

(32)

Alternatively, one may express the self-energy as a matrix in
ϕH and ϕL:

�c =
(

	ε
2	E

(U0−U1)2

ω−	E−εL+iη
0

0 	ε
2	E

(U0−U1)2

ω+	E−εH −iη

)
, (33)

which is diagonal. In order to solve the Dyson equation with
this self-energy, we first notice that we can write

G = GHF + GHF[�c + 	�HF]G, (34)

where 	�HF is the difference between the HF self-energy
evaluated with a GW and a HF Green’s function. In the
following, we will mainly consider the one-shot solution for
which this term is zero. In general, this term is not expected
to contribute qualitatively. The GW self-energy is frequency
dependent, which complicates the extraction of the new poles.
In Ref. [52], a perturbative solution was found. However, we
can also solve the fully nonlinear equation and after a few
manipulations we find in total four solutions:


H
± = ε0

H + εL + 	E

2
±

√(
	E + εL − ε0

H

)2

4
+ k,

(35)


L
± = εH + ε0

L − 	E

2
±

√(
	E + ε0

L − εH

)2

4
+ k,

where we have defined

k = 	ε

2	E
(U0 − U1)2. (36)

In order to distinguish between the Green’s function inserted in
the self-energy and the zeroth order Green’s function, chosen to
be that of the HF in Eq. (34), we have denoted the eigenvalues
of the latter ε0

H/L and those of the former εH/L. Both have the
noninteracting form of Eq. (24).

The HOMO and LUMO are easily identified and we find
the GW gap:

	 = 
L
+ − 
H

− = εH + ε0
L − ε0

H − εL

2
− 	E

+
√(

	E + ε0
L − εH

)2

4
+ k

+
√(

	E + εL − ε0
H

)2

4
+ k. (37)
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FIG. 5. (Color online) (Left) The four solutions [see Eq. (35)] of
quasiparticle excitation energies in the one-shot GW approximation
(upper panel) and in the HF and KS-LDA approximations (lower
panel) for H2 in a minimal basis. (Right) Quasiparticle amplitudes of
the four one-shot GW solutions.

The two additional poles correspond to many-body excitations,
i.e., they are accessible only when the ground state is described
by more than one Slater determinant. In the two-level model,
one of these satellite excitations corresponds to the first excited
state of the one-electron system and the other corresponds to
the first excited state of the three-electron system.

If the HF Green’s function is plugged into the self-energy,
we obtain the one-shot G0W0@HF solution to the gap:

	 = −	E + 2

√
(	E + 	ε)2

4
+ k. (38)

In order to explicitly see the correction to the HF gap 	ε, we
can also write Eq. (38) as

	 = 	ε + (	E + 	ε)

⎡
⎣

√
1 + 2

	ε

	E

(U0 − U1)2

(	E + 	ε)2
− 1

⎤
⎦
(39)

from which we can conclude that the correction is always
positive. Furthermore, expanding the square root, we recover
the perturbative result of Ref. [52]:

	 ≈ 	ε + 	ε

	E

(U0 − U1)2

	E + 	ε
. (40)

In Fig. 5 (left upper panel), we have plotted the four solutions
in the one-shot G0W0@HF approximation as a function of R.
The satellite excitations are denoted with an ’s’. According to
Eq. (35) all four solutions will converge to the same value in
the dissociation limit. The G0W0@HF gap will thus also decay
to zero but much slower as compared to HF (left lower panel).
This can be attributed to the slowly decaying 1/

√
R terms that

can be extracted from Eq. (38). We again stress that the exact
gap should be finite in the dissociation limit (see Fig. 2).
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In order see what is the effect of self consistency we first
rewrite Eq. (37) as

	 = 	ε − 	

2
− 	E +

√(
	E + 	 + ε0

L − εL

)2

4
+ k

+
√(

	E + 	 + εH − ε0
H

)2

4
+ k. (41)

As a first step, ε0
L − εL and εH − ε0

H are set to zero. In this way,
it is possible to find a unique solution for 	 which increases
the gap even further. By instead approximating

ε0
L − εL = εH − ε0

H = 	E + 	

2
−

√
(	E + 	)2

4
+ k,

(42)

the gap is similar to the one-shot result. Proceeding to self-
consistency closes the gap further. This result is consistent
with the full basis result in Fig. 2.

Let us now determine the quasiparticle amplitudes corre-
sponding to the excitations in Eq. (35). We find

ZH
± =

⎡
⎣1

2
∓ 	E + εL − ε0

H√
(	E+εL−ε0

H )2

4 + k

⎤
⎦ϕH (r)ϕH (r′), (43)

ZL
± =

⎡
⎣1

2
± 	E + ε0

L − εH√
(	E+ε0

L−εH )2

4 + k

⎤
⎦ ϕL(r)ϕL(r′). (44)

In the one-shot G0W0@HF approximation, these reduce to

ZH
± =

(
1

2
∓ P

)
ϕH (r)ϕH (r′), (45)

ZL
± =

(
1

2
± P

)
ϕL(r)ϕL(r′), (46)

where

P = 1

4

	E + 	ε√
(	E+	ε)2

4 + k

. (47)

The weight of the HOMO and LUMO excitations thus
decreases with nuclear separation whereas the weights of the
many-body excitations increases (see right panel of Fig. 5).
It is easy to see that P tends to zero as 	ε1/4 with nuclear
separation and thus all four excitations become degenerate and
acquire the same weight of 1/2 in the dissociation limit. This
means that the density matrix is correctly described in terms of
natural occupation numbers in the dissociation limit. However,
due to the slow 	ε1/4 ∝ R−1/4 decay, the dissociation limit is
reached only at very large R. The same behavior is found in
the full basis results in Fig. 4.

The time-ordered one-shot GW Green’s function can finally
be summarized as

GGW = ZH
−

ϕH (r)ϕH (r′)
ω − 
H− − iη

+ ZH
+

ϕH (r)ϕH (r′)
ω − 
H+ + iη

+ZL
−

ϕL(r)ϕL(r′)
ω − 
L− − iη

+ ZL
+

ϕL(r)ϕL(r′)
ω − 
L+ + iη

. (48)

C. GW and RPA correlation energy at dissociation

We will now use the HF/KS and the one-shot GW Green’s
functions to study the correlation energy in the dissociation
limit. To this purpose, we need to construct the zeroth-order
polarization propagator. For a HF/KS Green’s function this was
done in Eq. (29). With the many-body GW Green’s function of
Eq. (48), we find in total four poles with energies and oscillator
strengths:

1 : 	ε1 = 
H
+ − 
H

− , f1(r) =
√

1

4
− P 2 ϕH (r)ϕH (r),

2 : 	ε2 = 
L
+ − 
L

−, f2(r) =
√

1

4
− P 2 ϕL(r)ϕL(r),

3 : 	ε3 = 
H
+ − 
L

−, f3(r) =
(

1

2
− P

)
ϕL(r)ϕH (r),

4 : 	ε4 = 
L
+ − 
H

− , f4(r) =
(

1

2
+ P

)
ϕL(r)ϕH (r).

(49)

Both the correlation energy in RPA and the correlation energy
in scGW contain the term − ∫

Tr {vχ0}. It is easy to see
that this term gives identical results in the dissociation limit
independently of which of the above G is used for constructing
χ0. In both cases, we find

− lim
R→∞

∫ ∞

0

dω

2π
Tr [vχ0(iω)] = −U0

2
. (50)

This is exactly equal to the static correlation error of the
EXX/HF functional (U0/2) and hence this term cancels this
error in both RPA and GW . We will now show that the
second term of the correlation energy − ∫

Tr (vχH ) gives
zero contribution in the dissociation limit. The interacting
polarization propagator within HF/KS is given by Eq. (30)
and it therefore decays as

√
	ε as R → ∞. Performing the λ

integral does not change this result. This explains the difference
in rate at which the asymptotic limit is reached by inserting
HF or a KS Green’s function.

Now let us see what we find when we use the one-shot GW

Green’s function. Inserting this response function into the RPA
equations leads to a 4 × 4 matrix. We notice, however, that this
matrix can be written in terms of two sub-blocks, one in terms
of the first and second excitations and the second in terms of
the third and fourth excitations. We thus have to diagonalize
two 2 × 2 matrices independently. For example, in terms of
excitations 3 and 4, we find

(
	ε2

3 + v33 v34

v43 	ε2
4 + v44

)
, (51)

where

vij = 〈f̃i |v|f̃j 〉, f̃j = 2
√

	εjfj . (52)
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The eigenvalues λ± and eigenvectors (d±
1 d±

2 ) of this matrix
are

λ± = 	ε2
3 + v33 + 	ε2

4 + v44

2

±
√(

	ε2
3 + v33 − 	ε2

4 − v44
)2

4
+ v2

34,

d+
1 = v34√

v2
34 + (

λ+ − 	ε2
3 − v33

)2
,

(53)

d+
2 = λ+ − 	ε2

3 − v33√
v2

34 + (
λ+ − 	ε2

3 − v33
)2

,

d−
1 = v34√

v2
34 + (

λ− − 	ε2
3 − v33

)2
,

d−
2 = λ− − 	ε2

3 − v33√
v2

34 + (
λ− − 	ε2

3 − v33
)2

,

which yields the new oscillator strengths

f̃3 = 2d+
1

√
	ε3√

λ+
f3 + 2d+

2

√
	ε4√

λ+
f4, (54)

f̃4 = 2d−
1

√
	ε3√

λ−
f3 + 2d−

2

√
	ε4√

λ−
f4. (55)

It is easy to see that also these tend to zero in the dissociation
limit. Thus, even when inserting a one-shot GW Green’s
function the term − ∫

Tr (vχH ) will tend to zero in the
dissociation limit, suggesting that the energy will be similar
to that found in RPA or RPA@HF. From the full H2 GW

dissociation curves, we can thus not exclude the possibility
that the GW curve exhibits a very extended local maximum
(i.e., a bump) that decays to the correct dissociation limit a
very large interatomic separation. We will discuss this topic
more in the next section.

V. FRACTIONAL SPIN AND FRACTIONAL
CHARGE ERRORS

The fractional spin and fractional charge errors have
been rigorously defined in Ref. [53]. The study of these
errors consists in treating the atoms in the dissociation limit
independently but by means of ensembles that allow for
fractional charge and spin. If the density that minimizes
the energy is integrated to a fractional number of particles
on the individual atoms, the functional suffers a fractional
charge or delocalization error and if an atom with fractional
spin has a different energy from an atom with integer spin
the functional suffers a fractional spin or static correlation
error.

Within DFT and RPA a generalization in terms of en-
sembles was made in Ref. [35]. However, in GW , and
MBPT, such a procedure is less straightforward [54]. In
this work, we have therefore used a more indirect ap-
proach to estimate fractional charge and fractional spin
errors in GW based on the calculation of spin-unrestricted

dissociation curves and dipole moments of heteroatomic
dimers.

A. Spin-unrestricted dissociation

We have seen that there is a fundamental difference between
RPA and GW in how they deal with static correlation at
large or intermediate distances. RPA is almost free from static
correlation errors and describes correctly the dissociation of
covalent bonds. On the other hand, scGW overestimates the
total energy at dissociation, with an error comparable to the
PBE functional. It is well known that by breaking the spin
symmetry, it is possible to simulate charge localization and
avoid static correlation errors in near degeneracy situations.
However, despite the improved description of the total energy,
the spin-unrestricted ground-state is unphysical since it has the
wrong spin-density.

The spin symmetry breaking is achieved by localizing
the spin-up and spin-down electrons on different atoms in
the initialization of the calculation. For bond lengths close
to the equilibrium one, this procedure yields identical wave
functions and total energies as for spin-restricted calculations.
However, for larger bond lengths, the total energy obtained
from unrestricted calculations lies at a lower energy than the
restricted one.

In Fig. 1, we report spin-unrestricted self-consistent (Usc)
calculations of the H2-dissociation curve in RPA, GW ,
and HF. Figure 1 illustrates that UscRPA is similar to
spin-restricted scRPA across the entire dissociation region—
consistent with the fact that RPA has no fractional spin error
[35]. The lack of fractional spin error ensures that the spin-
restricted and unrestricted curves converge to the same value
asymptotically.

On the contrary, the UscGW dissociation curve differs
considerably from the spin-restricted scGW curve at large
internuclear distances and improves the dissociation region
as expected. This picture confirms that at finite but large
R (i.e., at bond lengths significantly larger than the point
of atomization in the exact treatment), scGW suffers large
fractional spin error. However, when inserting a HF Green’s
function in the GW (Klein) energy expression a spurious
maximum around 4 Å can be observed (see Fig. 3), indicating
that the energy eventually may improve—albeit at very large
separation. These results are consistent with the two-level
model studied in Sec. IV, where we show that the GW energy
evaluated with GHF converges to the RPA energy (i.e., to the
correct dissociation energy) in the limit of large separation
but much slower than in RPA due to the slow decay of the
HF quasiparticle gap. It is further shown that inserting a
one-shot GW Green’s function does not change this result,
which suggests that the scGW total energy might present
an extended local maximum (or bump), which decreases to
the exact dissociation limit for R → ∞. This bump is a well
known feature of the RPA functional [31] and also in RPA it
does not disappear with self-consistency [14]. From Fig. 1,
we can further conclude that spin-unrestricted GW and RPA
calculations do not exhibit spurious maxima.

B. Dipole moment of LiH

The problem of delocalization or fractional charge error
is related to the tendency of approximate functionals to
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FIG. 6. (Color online) Fractional charge analysis of the LiH
molecule. The total energy as a function of fractional charge on the
H atom. These curves are obtained by adding the fractional charge
curves of the independent atoms in such a way that the total number
of electrons is four.

spread out, i.e., delocalize, the electrons in the system due
to an insufficient treatment of the Coulomb repulsion. This
problem gives rise to large errors when looking at response
properties [55,56], but also results in an error in the total
energy due to an incorrect electron distribution in the ground
state.

A very simple system, which clearly reveals the delocaliza-
tion error, is the stretched LiH molecule. It is a heteronuclear
system and therefore very sensitive to the ability of the
functional to localize the electrons in the dissociation process.
Molecules should dissociate into neutral atoms. However,
many approximations produce fractionally charge atoms in
the dissociation limit of heteronuclear systems composed
of open shell atoms [35] and the amount of fractional
charge can be seen as a measure of the delocalization
error. Obviously, homonuclear systems do not exhibit this
behavior in the dissociation limit due to symmetry. This does,
however, not mean that there is no delocalization problem.
Also at finite separation the electrons can be too delocal-
ized resulting in, e.g., a slowly converging potential energy
curve.

A way to determine this error without actually calculating
the energy of the infinitely stretched molecule is to do a
fractional charge analysis. In DFT, the functional is extended

to ensemble densities that allows for noninteger number
of electrons. The energy is then calculated as a function
of particle number. Whereas the exact functional exhibits
cusps at the integers and is linear between the integers
most approximations produces smooth curves with a large
curvature. To calculate the energy of the molecule at infinite
separation, the atomic curves are added and the minimum
is located. The exact functional minimizes nonanalytically
at the integer which ensures neutral dissociation. However,
the usually smooth approximate curves lead to a shift in the
minimum as we will see below.

The generalization of the RPA to ensemble densities was
done in Ref. [35]. In Fig. 6, we have plotted the energy as a
function of the total (fractional) number of electrons on the
H atom. We see that EXX minimizes smoothly at around 1.4
electrons due to the nonlinear behavior of the EXX functional.
RPA is seen to reduce this error to 17% but we still see a rather
large curvature in the RPA.

In MBPT it is much more difficult to disentangle the
dissociated atoms and treat them as fractionally charged
isolated systems due to the frequency-dependent self-energy.
To circumvent this complication we have studied the problem
by looking directly at the density of the stretched molecule via
the dipole moment. In Fig. 7, we compare GW , HF, and PBE.
For comparison, we also report coupled-cluster singles doubles
(CCSD) dipole moments [57] at the complete basis-set limit
performed with ORCA code package [46]. At around 3.5 Å , the
CCSD dipole moment exhibits a rather sharp transition from a
finite value to zero. This indicates the breaking of the molecular
bond into two neutral atoms. None of the approximations
studied here is able to capture this transition. Instead, the di-
pole moment steadily increases with separation due to the
delocalization error. By dividing the dipole moment with the
distance, we estimate the fractional charge error at large (but
finite) separation. At 6 Å, we find that the residual charge left
on the Li/H fragments at dissociation amounts to 20% of an
electron in scGW , 35% in HF, and 18% in PBE. The problem of
delocalization is thus not reduced in the many body framework
and is rather substantial in the GW approximation—similar to
the RPA. The density matrix analysis for H2 (Sec. IV) in a
minimal basis shows that we correctly obtain half-occupation
of the natural orbitals in the dissociation limit. This suggest
that also in LiH we may dissociate correctly in GW . However,
again this would occur at an unphysically large R.
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FIG. 7. (Color online) (Left) The dipole moment of the LiH molecule as a function of bond distance in HF, PBE, scGW , and accurate
CCSD calculations. (Right) The dipole moment divided by distance in the same approximations gives an estimate of their fractional charge
error.
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VI. SUMMARY AND CONCLUSIONS

In summary, we have presented a general assessment of the
scGW and scRPA approximations for ground-state properties
of prototype diatomic molecules composed of open shell
atoms. The analysis of the different total energy contributions
reveals large differences between the use of a nonlocal and
frequency-dependent self-energy in the GW approximation
and the use of a static and local potential in RPA, both evaluated
at self-consistency.

Nonlocality leads to smaller Coulomb correlation energies
due to the larger gap between occupied and empty states.
From the analysis of the density matrix, we deduce that
the scGW ground state is not representable in terms of a
single Slater determinant. The noninteger eigenvalues of the
density matrix illustrates a transition from a noninteracting to
an interacting ground state at self-consistency. Furthermore,
screening effects within GW increase the kinetic energy as
compared to Hartree-Fock. A similar effect can be achieved
using the static local RPA potential.

The solution of a two-level model of the H2 molecule
at dissociation complements our first-principles calculations
and allows to investigate the limit of infinite interatomic
separation. For this simplified model, both GW@HF and RPA
reach the correct dissociation limit. However, within GW the

bond-breaking regime is reached at an unphysical large bond
length.

For the case of LiH, we have shown that both scRPA
and scGW are affected by strong delocalization or fractional
charge errors. In RPA this leads to the dissociation of LiH in
non-neutral fragments.

The scGW dissociation curve can be considerably im-
proved by resorting to spin-unrestricted calculations, whereas
in scRPA, spin-unrestricted, and restricted coincide at dissocia-
tion. This demonstrates that scRPA—similarly to perturbative
RPA—is free from fractional-spin error. On the other hand,
scGW suffers from a large static correlation or fractional
spin errors that is responsible for the qualitatively incorrect
description of the dissociation region.
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