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ABSTRACT: The GW approximation is well-known for the calculation of
high-quality ionization potentials and electron affinities in solids and
molecules. Recently, it has been identified that the density matrix that is
obtained from the contraction of the GW Green’s function allows one to
include Feynman diagrams that are significant for the ionization potentials.
However, the Green’s function contains much more information than the
mere quasi-particle energies. Here, we test and assess the quality of this so-
called linearized GW density matrix for several molecular properties. First of
all, we extend the original formulation to perform the linearization starting
from any self-consistent mean-field approximation, and not only from
Hartree—Fock. We then demonstrate the reliability and the stability of the
linearized GW density matrix to evaluate the total energy out of a non-self-
consistent GW calculation. Based on a comprehensive benchmark of 34

0.5
A m 2KS
N GW@gKS
O 041®n
(@) nQSGW
g
S 0.3
=
8 /.~\\ i
=02 n . L
[5) N e
- ‘\t;://H
=

0.0

$ O N O NS N
® g%@“s NP AARYe

tz
o

SCF start

molecules, we compare the quality of the electronic density, Hartree energy, exchange energy, and the Fock operator
expectation values against other well-established techniques. In particular, we show that the obtained linearized GW densities

markedly differ from those calculated within the widespread quasi-particle self-consistent GW approximation.

1. INTRODUCTION

The GW approximation"” to the self-energy has recently
become an accurate and efficient approach to the quasiparticle
energies in molecules. These GW quasi-particle energies are
used either as electron binding energies’ '® that can be
compared to photoemission experiments or as an input for a
subsequent Bethe—Salpeter equation calculation of the optical
spectra.”_25 However, once a Green’s function is obtained,
numerous other molecular properties could be extracted in
principle.*

For instance, the equal time contraction of the Green’s
function G gives access to the density matrix y:

y(r x') = —iG°(xt, r't") 1)

where ¢ denotes spin-up or spin-down and t* is an abbreviation
for the right-hand side limit to . This density matrix is sufficient
to calculate the kinetic energy and the exact-exchange
energies.”” Further contracting the space and spin indexes
gives the usual electronic density n:

n(r) = Z 7o(xr, r) = —i Z G(xt, rt)
o o (2)

which is a direct observable of X-ray diffraction (XRD), for
instance.

Despite these attracting features, the Green’s function is rarely
used to obtain the density matrix or the electronic density,
because a diagonal approximation to the self-energy and hence
to the Green’s function is generally applied.”**” A few works go
beyond the dia§0nal approximation when either performing self-
consistency,>”"" obtaining the effective exchange-correlation
potential,®* or evaluating the forces originating from a Green’s
function.”
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In our previous work,”* we had obtained a compact expression
for the density matrix that includes some of the GW diagrams.
We had shown that this density matrix is sufficient to
approximate the fully self-consistent GW density matrix, thanks
to the comparison of the electric dipoles. We had also shown
that this GW density matrix significantly corrects the Fock
operator expectation values, so that the ionization potentials are
improved as well. However, these are only two among the many
molecular properties that can be obtained from the density
matrix itself.

Here, we address the further systematic assessment of this
linearized GW density matrix. In Section 2, we derive the
linearized GW density matrix, starting from the Dyson equation
in the spin-unrestricted case, and we extend it to a non-Hartree—
Fock starting Green’s function. In Section 3, we describe the
numerical details and study the basis convergence behavior of
the density matrix. Total energies, in principle, are beyond the
reach of the density matrix. However, in Section 4, we show that
the linearized GW density matrix are a very useful tool to
approach self-consistent GW quality total energies. Finally,
Section 5 will report an assessment of the linearized GW density
matrix against other well-established techniques, such as
Moller—Plesset perturbation to second-order (MP2)* and
coupled-cluster methodologies.*® Hartree atomic units are used
throughout the paper.

2. LINEARIZED GW DENSITY MATRIX DERIVATION

In the following, we detail a step-by-step derivation of the
linearized GW density matrix of the formulas published in ref 34.
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Figure 1. Feynman diagrams for the density matrix, which is simply a Green’s function at equal entry and exit times. The noninteracting Green’s
function are represented as a black arrow and the Coulomb interaction is represented as a horizontal dashed red line. The fully self-consistent GW
density matrix contains all these diagrams. The two diagrams in the first row are retained in the linearized GW density matrix, whereas the two diagrams

in the second row are discarded.

Note that Ramberger and co-workers®® have used the same
approximation to the density matrix in the context of force
calculations. However, their final expression obtained for
imaginary frequencies is more adapted in the context of solids.
Let us start with the Dyson equation for the exact Green’s
function G with the spin polarization explicitly written:*®

G(nty, nt,) = Gy (nty, nt,)
+ f drydr, dt; dt,Gg (1), 13t;) Z0 (n3t, 1,,) G (x4, 13t,)
()
where G, represents the Hartree—Fock (HF) Green’s function
and X represents the correlation part of the self-energy.
As we focus on the density matrix, we take the limit when the

time t, is equal to #; + # (with # being a vanishing positive
number), as described in eq 1:

(g ) = }’gﬁ(rp r,)
- 1'_/‘d1'3dr4dt3 dt, Gy (rt;, 1) 22 (x5t 1,t) GO (1t 1t + 1)
(4)
with y, the HF density matrix.
Let us apply the linearization approximation: all occurrences
of the interacting Green’s function G on the right-hand side of eq

4 will be replaced with the noninteracting Green’s function Gy,
as is done in the Sham—Schluter equation context.””

Then, the correlation part of the self-energy in the GW
approximation becomes its “one-shot” expression:

Zl(rgty, ryty) = iGg (nsts, r4t4)%[Go](r3t3, r,t,) (5)

where W, stands for the polarizable part of the screened
Coulomb interaction. W, contains a dependence on G, as is
emphasized by the notation W,[G,].

The specific time dependences on the right-hand side of eq 4
call for the use of Fourier transforms:

}’U(rp 1'2) = 70”(1'1; 1'2)
- i /dr3dr4daJ e“1Gy (x,, 15, 0)Z0(xy, 1, @)GJ (1 15 @)

(6)

When finally writing the density matrix y on the HF eigenstate
basis, one obtains the usual density matrix in the molecular
orbital basis D that is often used in quantum chemistry:>’

D,,, = {(poly’lqo) )
In the mean-field eigenstate basis, G, and X, have simple
. . 40
expressions (real-valued wave functions are assumed):
6,0, 6,0,

o _ pq”pi Z pq”pa
Gopq - Z +
a

D0~ €, — i W — €, +1in (8)
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Figure 2. Carbon monoxide basis convergence for Hamiltonian parts in the left-hand panel and for the electronic densities in the right-hand panel. The
left-hand panel reports the expectation value of the Fock operator F and the GW self-energy between the HF HOMO wave function. The right-hand
panel shows the electronic density difference as measured by the y, distance. The reference in both panels is given by the largest calculation, namely,

with the cc-pV6Z basis set.

and

(@) = X,

is

s s
Wpi(rwqia

o —€,+Q —in

+ Z w;acrwéao'
as w_eua_gs-'-in (9)

where, here and in the following, indexes i, j run over occupied
states, indexes 4, b run over unoccupied states, and indexes p, g
run over all the states. The index s enumerates the neutral
excitation energies €, and their coeflicients w},,. These
quantities can be obtained through the diagonalization of the
random-phase approximation (RPA) equation*>*' (similar to
the Casida equation™”).

The residue theorem allows one to perform the w-integral in
eq 6 for the different occupation cases and yields the final result
for the linearized GW density matrix D"

DGW -5 z wisaaszaa
ijio  — Yij T
as (eia — €5 — Qs)(ejo' — € — Qs)
(10a)
w'. w,.
Dil;v — _Z aic”’ bic
is (eia — € Qs)(eia = € — Qs) (10b)
DGW _ 1 wisaawljaa
iboc T Q
€is € as (ei(r — €6 — s)
N N
Z Wijawhja
5 (6 =€ — Q) (10¢)

This result is identical to the one reported in ref 34, except
that it is generalized to the spin-unrestricted case.

The expression for the linearized GW density matrix DV is
rather compact. This relative simplicity could only be obtained
because of the linearization approximation. However, it comes at
the expense of neglecting some contributions. Figure 1 reports
an illustrative subset of the Feynman diagrams contained in the
tully self-consistent GW density matrix. The GW approximation
contains the series of ring diagrams that account for non-
interacting electron—hole pairs. The subsequent ring diagrams
in the first row of Figure 1 are already included at the “one-shot”

GW level. Then, when solving the Dyson equation, subsequent
sequences of the “one-shot” GW self-energy are inserted as in the
diagram in the lower left-hand corner. Moreover, when
performing self-consistent GW calculation, the Green’s function
itself contains “one-shot” GW self-energy additions, as
exemplified in the lower right-hand corner. In the linearized
density matrix, the Dyson equation is not inverted and the self-
consistency is not performed; therefore, only the diagrams in the
first row are retained.

This simplification has positive consequences on the
computation burden. Let us consider the case of a growing
cluster made of identical atoms, each atom being described with
a constant number of basis functions. The number of occupied
states and the number of empty states both scale as N, where N is
the number of atoms. The index s running over the neutral
excitations is proportional to N> (occupied-to-empty and
empty-to-occupied transitions). The overall computational
scaling of Egs. 10a—10c then is N°. In canonical GW local
basis implementations,*”*"**** the actual bottleneck would
remain in the diagonalization of the RPA equation anyway, since
this operation scales as N The canonical implementation is
certainly the simplest and the fastest for small systems. But there
exists alternate expressions that formally offer a better scaling
and that may become competitive for larger systems. For
instance, by inserting the Resolution-of-the-Identity approx-
imation and evaluating the functions for imaginary frequen-
cies,*>" one can show that the scaling is decreased down to N*

For the sake of simplicity, we have limited our derivation to a
HF Green’s function in the Dyson equation shown in eq 3. In
this study, our focus is on testing other starting Green’s functions
and, in particular, coming from the generalized Kohn—Sham
approach. Such a starting point violates the Brillouin
theorem,%’47 and first-order corrections to the self-energy and
then to the Green’s function are to appear. We can extend the
previous HF-based derivation by considering the following
linearized Dyson equation:

G= GgKS + GgKS(Zx + z:c - ch)GgKS (11)
where indexes have been dropped for the sake of simplicity. X is
the exact-exchange operator and V,, is the generalized Kohn—
Sham potential, which can be either local or nonlocal.

The X, term in eq 11 yields the linearized GW density matrix
of eqs 10a—10c, but with generalized Kohn—Sham eigenener-
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gies and eigenstates. The X, — V, term generates a rather simple
additional contribution to the density matrix:

1
ADnon -Brillouin — 7(16|26 — V |b0’>

€ic ~ € (12)

This term only affects the occupied-virtual and virtual-occupied
blocks in the state representation of D. In the following, this term
is included each time the starting-point Green’s function is not
HF.

3. TECHNICALITIES AND BASIS SET CONVERGENCE

The linearized GW density matrix reported in eqs 10a—10c, and
its non-Brillouin correction in eq 12, have been implemented in
the Gaussian basis code MOLGW." In the following, we
employ the Dunning correlation-consistent basis family.*®
Although not necessary, the results reported hereafter all use
the Resolution-of-the-Identity approximation with the auxiliary
basis sets developed by Weigend." In addition, the core states
have been excluded from the summations: this is a frozen core
approximation that is very well-justified for GW."* The reference
density matrices obtained within the coupled cluster limited to
single and double exc1tat10ns (CCSD) and MP2 have been
extracted from Gaussian16° and then read by MOLGW for the
post-treatment. To facilitate the communication between the
two codes, we chose to employ Cartesian Gaussian functions
instead of the solid harmonics that one, in principle, should use
with the original Dunning basis sets.*®

In the following sections, we probe the effect of the starting
point by tuning a hybrid exchange-correlation functional. We
will examine the a and f parameters in the energy functional,

E,.=aE[y°1+ (1 - a)EfBE(nG, Vn°)
+ BEE(n°, Vn®) (13)

where E,[y] is the usual exact-exchange energy, E;"" is the PBE
exchange, and E!™® is the correlation generalized gradient
approximation to the density functional theory.”" This func-
tional form is flexible enough to span a wide range of
representative functionals: using @ = 1 and = 0 yields HF,
=0and f =1 gives PBE, a = 0.25 and j = 1 gives PBEO. 2

One might be concerned about the convergence of the
linearized GW density matrix, when one knows about the
notoriously slow convergence of the GW self-energy on a
localized basis.'’ We exemplify this statement with the GIW self-
energy evaluated for the highest occupied molecular orbital
(HOMO) of carbon monoxide in the left-hand panel of Figure 2.
The smallest basis set, namely, cc-pVDZ, deviate by more than
0.4 eV, with respect to the largest basis set. The situation is much
nicer for the Fock operator F evaluated with the linearized GW
density matrix. The basis set dependence of F[D®"] is even
weaker than that observed with the other density matrices. The
smallest basis set already gives an estimate of the converged Fock
expectation value within 50 meV.

The right-hand panel of Figure 2 shows an alternate measure
of the density matrix convergence by measuring the difference
between the resulting electronic densities. We introduce the y,
distance between two electronic densities following the work of
Caruso et al.:>”

AB _ /drInA(r) — n(r)l (14)

In practice, we perform the integral in eq 14 on the same dense
real-space grid as the one used to evaluate the exchange-

correlation potential of density functional theory (DFT).* The
right-hand panel of Figure 2 shows that the linearized GW
electronic density convergence is consistent with the other
expressions.

As a conclusion, the slow convergence of the GW self-energy
does not permeate to the linearized GW density matrix. This
positive statement may open the way for the calculation of large
systems with reasonable basis sets, softening the N° scaling
reported in Section 2.

4. AN ALTERNATE GW TOTAL ENERGY FUNCTIONAL

The total energy corresponding to the GW self-energy is not
uniquely defined when not evaluated self-consistently.”> >’
Indeed, the total L energy can be obtained from the Galitskii—
Migdal formula,>® from the Klein or Pines functional®” %9 (which
corresponds to the RPA formula in the adiabatic connection
framework) or from the Luttinger—Ward functional. °! How-
ever, these functionals are only a subset of an infinite number of
possibilities. In the early 2000, Dahlen and co-workers®®%>%*
published a series of papers to evaluate the different functionals.
Their primary purpose was to elucidate which total energy
functional is best-suited for an inexpensive non-self-consistent
evaluation. This amounts to the quest of the functional form that
shows the weakest dependence, with respect to the input
Green’s function. Among those functionals, the RPA functional
has gained noticeable popularity in chemistry and physics,
because of its relatively low computatlonal cost and its weaker
dependence on the starting point.®*~%

In this section, we examine whether the improved density
matrix can help in designing a more stable total energy
functional. Indeed, many contributions to the total energy are
direct functionals of the density matrix. The HF energy (Eyg)
that contains the kinetic energy, the electron—nucleus
attraction, the Hartree energy, and the exact exchange energies
can be obtained directly from the density matrix:

V,Z
T =Y f drlimr/_,r[— .

r(r, r/)}

(152)

By ly] = f e, (17" (x, 1) -
Ey fd ar (ff;)f 1‘(T v "
Elr]=—— Z [arart (r,:i]/:/(r‘ D s
Eyply] = Tyl + Eooly] + Eyly] + E,l7] (15e)

The only contribution missing is the correlation energy, which
depends on the complete Green’s function. The GW correlation
energy can be written as>’

1 +oo 1
b6 =L [T g
2J-w 21 Iy, — )

X [)(I (1‘2, I, i’/) - )(0(1'2) I, il/)] (16)

where the integration over the imaginary frequencies iv is more
convenient. The interacting (noninteracting) density—density
responses have been introduced with the notation y' (°). It can
be shown that this term can also be written as '/, Tr[Z.G].
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Figure 3. Total energy as a function of the starting point for two finite systems: a He atom (left-hand panel) and a LiH molecule (right-hand panel).
The LiH bond length is close to equilibrium with r = 3.035 Bohr. The horizontal line represents the self-consistent GW total energies published by Stan

etal>*

Using the adiabatic switching-on of the Coulomb interaction,
one can integrate over A from O (noninteracting) to 1 (fully
interacting) and obtain an alternate expression for the
correlation energy in the case of a noninteracting Green’s
function, the Klein functional:

. 1 1 +0o0 d 1
ERenGg = L f di f ol / drydr, ————
2 Jo — 27 Iy, — )

X [)(/1 (ty 1, iv) — Zo(rz: r, iv)] (17)

where the scaled density—density response function y* is
obtained from a Dyson-like equation:

;(’1 (v, vy, iv) = 5’ (v, v, iv) + f dr,dr,

2 )
X (1'47 ), W )
ry — (18)
Finally, the noninteracting density—density response function is
obtained from the Green’s function itself:

0 ‘ oo dv/ ‘ L
X (1‘1, r, iv) = _/ gG(rD r, IU)G(rZI r, v+ )

(19)

where the dependence of the correlation energy on G is made
obvious.

The difference between the GW correlation energy in eq 16
and the Klein correlation energy in eq 17 comes from the fact
that the latter contains the correlated kinetic energy, whereas the
former does not.>””°

In Figure 3, we compare the sensitivity of the total energy
functionals to the starting point when evaluated for a
noninteracting Green'’s function for two finite systems: He and
LiH. For noninteracting Green’s function, the Klein functionals
reduces to the usual RPA functional. We will name it RPA from
now on. The orange line represents the Galitskii—Migdal
formula, using a mean-field starting point Gggs. The pink line
shows the RPA total energy. The red line is an alternate
proposition: Evaluate the HF energy part with the linearized GW

density matrix and combine it with the GW correlation energy
ESW.

)(0 (1, 15, iv) |

c~in

1
EgwlG,l = EHF[GgKS + GgKS(Zx + X - V)Gl + ETY[Z Gyl
(20)

When inserting the self-consistent GW Green’s function in eq
20, one recovers the usual Galitskii—Migdal expression for the
total energy. When inserting G, = G,s, the argument of the HF
energy becomes the linearized GW density matrix that we
introduced in the previous sections.

The trace of the density matrix (i.e., the sum of the
eigenvalues) yields the number of electrons. We have numeri-
cally verified, on several molecules, that the number of electrons
obtained from the linearized GW density matrix is conserved to
the machine precision. This contrasts with the nonlinearized
Dyson equation, using the “one-shot” GW self-energy that is
known to violate the particle number conservation.”””" This
particle number conservation is an important prerequisite when
evaluating total energies.

According to Figure 3, the stability of the proposed GW total
energy functional (shown in red in the figure) is much superior
to that of the Galitskii—Migdal formula, but also is superior to
that of the RPA functional. The sensitivity to the amount of exact
exchange « in the input Green’s function is ~3 times weaker in
the functional of eq 20, compared to RPA. These total energies
compare well with the self-consistent GW energies obtained by
Stan et al,,>* although it is difficult to compare the absolute
numbers, because of the use of different basis sets. In our work,
we use very accurate basis sets: cc-pV6Z for He and cc-pCVQZ
for LiH. Note that the core polarization basis functions for the Li
Is orbital were absolutely needed to approach the values
reported by Stan et al.>*

In Appendix A, we show the agreement between the natural
occupation numbers obtained from the linearized GW density
matrix and the fully self-consistent GW density matrix. We show,
in particular, that the obtained density matrix is not idempotent.

As a conclusion, the use of the linearized GW density matrix
that readily contains the correlated kinetic energy yields a very
stable total energy. This expression requires only one evaluation
of W, which is generally the bottleneck in GW calculations and,
hence, is much lighter than a fully self-consistent calculation.

5. BENCHMARK AGAINST CCSD DENSITY MATRICES

In this section, we evaluate the performance of the linearized
density matrix itself. To do so, we consider a standard
benchmark of 34 small molecules”'*** for which coupled-
cluster density matrices (in the CCSD approximation) have
been obtained. The molecules of the benchmark are all closed-
shell. They contain 10 different elements and have different
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Figure 4. Average error, with respect to CCSD, across a benchmark of 34 molecules (the average error induced by an approximated density matrix is
plotted as a function of the starting point): (a) evaluates the deviation through the y; measure on the electronic density, (b) evaluates the deviation
through the error on the Hartree energy E;;, (c) evaluates the deviation through the exchange energy E,, and (d) evaluates the deviation through the
HOMO expectation value of the Fock operator. The expectation value is performed between a constant PBE0 HOMO wave function.

types of bonding: from covalent (with single, double, and triple
bonds) to ionic bonds. We used the same Cartesian cc-pVQZ
basis for all of the calculations. Note that the limitation in the
size of the molecules considered here only comes from the
limitation in the CCSD density matrix calculations. The
linearized GW density matrix is computationally much more
favorable and does not require the solution of the Z-vector
equation,”””"*

There is no unique way to evaluate the difference between two
density matrices. In the following, we have selected four different
measures for the deviation with respect to the CCSD density
matrix, as shown in Figure 4. The data gathered in Figure 4 are
averaged over the entire set of molecules. In Appendix B, we
provide, as an illustration, individual results for a representative
subset of the data. First, in Figure 4a, we consider the y,
difference in the electronic densities, as defined in eq 14. This
measure is equally weighted in all space. The Hartree energy
difference reported in Figure 4b is also only sensitive to the
electronic density, but more weight is given where the electronic
density is larger (see eq 15c). The exchange energy in Figure 4c
is similar but sensitive to the density matrix itself and is not only
sensitive to the electronic density (see eq 15d). Finally, Figure
4d) also reports the Fock operator expectation value on the
HOMO orbital, since it is the relevant quantity in the calculation
for an ionization potential calculation. Note that the HOMO
orbital is kept constant to the PBEO HOMO orbital in order to
be able to compare the different density matrices.

Whatever the retained criterium in Figure 4, the generalized
Kohn—Sham density matrices always perform the worst, with
respect to CCSD. The PBE and PBEO are not surprisingly the

ones that minimize the error among those. The linearized GW
density matrices are a huge improvement over the generalized
Kohn—Sham ones. They are much less sensitive to the starting
point. In our previous work,>* we only considered a HF starting
point. Here, by correctly including the first-order correction
given in eq 12, we could generalize to any starting point. From
Figure 4, we conclude that the hybrid functional starting point
with @ & 50% produce the most accurate results for y;, Ey;, and
E,. The best starting point for the Fock operator is obtained with
a = 75%, which is not much different. The linearized GW results
have about the same quality as the MP2 density matrix, but
without the need to solve the cumbersome Z-vector equation.
As already stated above, obtaining the self-consistent GW
electronic density or quasi-particle wave functions is tedious. To
circumvent this problem, Kotani and van Schilfgaarde proposed
a clever static approximation to the GW self-energy: the quasi-
particle self-consistent GW approximation (QSGW):”>"°

1 o o o
R = —[27,(e,0) + Z0(€,0) + o(ey,)

cpgo T Z cpq P9
14
+ Z5(60)] (21)

This approximation has been applied successfully for
solids®””"~"? and for molecules.”'"*>*075>

Since QSGW is an approximation to the fully self-consistent
GW scheme, its electronic density and its density matrix may
depart from the fully self-consistent ones.”® Figure 4 also
includes the errors of QSGW with respect to CCSD. QSGW

approximation shows rather large deviations. Generally, it does
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not perform as well as the linearized GW density matrix. Its
quality is comparable to that of PBEO.

To evaluate how different QSGW and D" are, let us compare
the y, distance between QSGW, CCSD, and DSW@FBEO,
Unexpectedly, we obtain a greater distance between QSGW
and DSW@PBEY wyith | = 0.17 than the distance between QSGW
and CCSD (y; = 0.13), and than the distance between DEW@FBE
and CCSD (y; = 0.06). As a conclusion, QSGW and the
linearized GW density matrix differ noticeably, even though they
are both supposed to be approximations to self-consistent GW.

6. CONCLUSION

The spin-unrestricted expression for the linearized GW density
matrix has been derived in the molecular orbital basis. This
expression is compact with a computational scaling in N*, which
is anyway more favorable than the canonical calculation of the

L0 N
£ 0.8
% — HF state 1
T i HF state 2
= 0.6
8 H2 —&— D*CW gstate 1
2 - -m-- D*W gtate 2
< 04 —e— DOWOHF gape |
% - - @-- DEWOHF giate 2
= 0.2 - --®- "
- - Eom-m -
=F ~
pa-ma-g
0.0 + - m-mmm S oo
1 2 3 4 5 6

Bond length (A)

Figure A-1. Natural occupation numbers for the two most occupied
states in H,, as a function of the bond length. The fully self-consistent
GW result are extracted from ref 57.

screened Coulomb interaction W in N It can be implemented
straightforwardly in a localized orbital GW code. The
convergence behavior of the linearized GW density matrix is
much faster than that of the slow convergence to which one is
accustomed with the GW self-energy. We have generalized the
original derivation to any generalized Kohn—Sham starting
Green’s function.

The linearized GW density matrix allows one to recalculate all
of the terms in the total energy except the correlation energy.
Combining these updated terms with the GW correlation energy
yields a total energy expression that approaches well the fully
self-consistent GW energy. The obtained results are less
sensitive to the input Green’s function than the commonly
used RPA functional.

The quality of the linearized GW density matrix has then been
assessed using a large benchmark (34 molecules), for which
reference CCSD density matrices could be calculated. The
quality of linearized GW density matrix is improved by tuning
the initial mean-field approximation, and we found that hybrid
functionals with a high content of exchange (50%—75%) are
best. The final quality of the density matrix is similar to that of
MP2, but without having to solve the cumbersome Z-vector
equation. Furthermore, the computational scaling could be
reduced in the future by switching to an imaginary frequency
implementation. Surprisingly, the density matrix obtained from
QSGW is much different from the linearized GW one and,
generally, is of poorer quality.

This assessment of the linearized GW density matrix is a
necessary step toward a broad use of this handy and accurate
approximation. It opens the possibility of using larger molecules
or condensed matter systems.

B APPENDIX A

Natural Occupation Numbers in H, Dissociation

The calculation of a density matrix allows one to obtain natural
occupation numbers that are the eigenvalues of this density
matrix. In ref 57, Hellgren et al. have evaluated the self-

- nGW@PBEOg:O,so

20
m ,CWaHF
=
= 101
0
20
nQSGW
=
= 10 1

0 ;
0.0 0.1 0.2
X1

0.3 0.0 0.1 0.2 0.3
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Figure B-1. y, error distribution accross a benchmark of 34 molecules. The references are CCSD electronic densities. Four different approximations
have been selected as illustrative examples: the linearized GW density matrix based on HF, the linearized GW based on an hybrid functional with 50% of

exact exchange, QSGW, and MP2.
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consistent GW natural occupation numbers as a function of the
streching of the H, molecule. In Figure A-1, we have reproduced
the calculations of ref 57, but using the linearized GW density
matrix. The linearized GW density matrix based on HF matches
the outcome of the self-consistent GW very closely. This is
another successful test for the linearized GW density matrix.

B APPENDIX B

2 Error Distribution of the Electronic Density in the 34
Molecule Benchmark

Figure B-1 shows some of the data used to produce the panel a)
of Figure 4. The error in the electronic density is quantified with
the y, measure as defined in eq 14. The references are given by
CCSD calculations. The linearized GW density matrices
produce rather regular distributions of error. QSGW shows a
flatter distribution with many outliers: C,H,, C,H,, F,, Na,, N,,
CO, have a y, larger than 0.20. MP2 has a low average error with
a single outlier: SO,.
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