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GW method and Bethe–Salpeter
equation for calculating electronic
excitations
Xia Leng, Fan Jin, Min Wei and Yuchen Ma*

The introduction of GW approximation to the electron’s self-energy by Hedin in
the 1960s, where G and W denote the one-particle Green’s function and the
screened Coulomb interaction, respectively, facilitates the computation of quasi-
particle energies through Dyson’s equation. GW method can also help us deter-
mine the electron–hole interaction, which is a functional derivative of self-energy
with respect to one-particle Green’s function, with excellent accuracy, and its
combination with Bethe–Salpeter equation, which is derived from two-particle
Green’s function, is a powerful tool to study electronic excitations and optical
absorption. Thanks to the development of methodology and softwares during
the last 30 years, the capability of GW method and Bethe–Salpeter equation to
deal with real systems is elevated substantially, while they also exhibit many
advantages over other first-principles methods in band structures, ionization
potentials, electron affinities, optical spectra, and so on. They have been success-
fully applied in the excited states of various systems, including crystals, metals,
nanomaterials, chemical and biological systems, and so on. © 2016 John Wiley &

Sons, Ltd
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INTRODUCTION

In 1948, Feynman defined a propagation function,1

which is usually called one-particle Green’s func-
tion later, to describe the motion of a free particle in
space and time in the quantum field theory. Three
years later, Schwinger defined the two-particle
Green’s function.2 After then, Green’s function tech-
nique is extensively adopted in many-body physics,
nuclear physics, statistical mechanics, and so on. The
topic that will be presented in this review is its appli-
cations in excited states of real systems that are inter-
ested in material science, chemistry and biology.

Excited states discussed here comprise charged
excitations, where the number of electrons in the sys-
tem changes from N to N − 1 or N + 1, and neutral

excitations, where the number of electrons remains
constant. In the |Ni ! |N − 1i case, an electron in
the valence band (occupied orbital) is kicked out the
system by photon irradiation. In the |Ni ! |N + 1i
case, an electron from infinity falls into the conduc-
tion band (unoccupied orbital), emitting a photon
simultaneously. These two processes are related to
the photoemission spectroscopy and inverse photoe-
mission spectroscopy, respectively, through which we
can study the electronic structure, ionization poten-
tial, and electron affinity of materials and molecules.
In the |Ni ! |Ni case, an electron in the valence
band is boosted into the conduction band after
absorbing a photon, leaving a hole in the valence
band. The excited electron and the hole left behind
are coupled together by Coulomb interaction, form-
ing an exciton. The energy and oscillator strength of
the exciton can be measured through optical absorp-
tion spectroscopy. The electronic structure, exciton
energy, and the corresponding wave functions can be
determined from one- and two-particle Green’s
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functions as these physical quantities appear in the
formalisms of Green’s functions in the energy space.
For example, the electron addition and removal ener-
gies are the poles of one-particle Green’s function.3

Green’s function technique is an alternative approach
to the more common first-principles approaches such
as density-functional theory (DFT), time-dependent
DFT, and wave function-based ones including
coupled-cluster theory, complete active space self-
consistent field theory, quantum Monte Carlo theory,
and so forth, to interpret experimental spectra.

Green’s function method has been developed in
different ways by the communities of quantum chem-
istry and condensed-matter physics. Early attempts
toward using Green’s functions in quantum chemis-
try started from the late 1960s. Till now, techniques
including outer-valence Green’s function approxima-
tion and second- or third-order algebraic diagram-
matic construction method have been introduced.
Detailed information on this respect can be referred
to in a recent review by Danovich.4 In this review,
we will discuss an alternative Green’s function tech-
nique, GW method and its combination with Bethe–
Salpeter equation (BSE), which has been well known
in the condensed-matter physics community for
excited states calculation. The key ingredient of
Green’s function method is the electron’s self-energy
Σ, which embodies the complicated many-body
exchange and correlation interactions among parti-
cles. In 1965, Hedin introduced a closed set of four
integro-differential equations which connect self-
energy, screened Coulomb potential (W), irreducible
polarizability (P), and vertex function (Γ).5 These
equations, together with Dyson’s equation which
describes the motion of one-particle Green’s
function,6 form a set of coupled equations from
which the exact one-particle Green’s function and
self-energy can be determined in principle through a
self-consistent scheme as proposed by Hedin.5 This is
not an easy task, so Hedin invented the famous GW
method, i.e., the self-energy is computed approxi-
mately via Σ = iGW where G is the one-particle
Green’s function.5 Applying it to the quasiparticle
(QP) equation which is the transformation of the
Dyson’s equation under QP approximation, we could
get electronic structures that are in excellent agree-
ment with photoemission and inverse photoemission
spectroscopies. The application of GW method in
real materials boomed after the pioneering work by
Hybertsen and Louie in 1985.7 GW method greatly
remedied the failure of local-density approximation
(LDA) in DFT in band gap calculations for semicon-
ductors at that time. Although some hybrid
exchange-correlation functionals have been

developed in order to improve the accuracy of DFT
for band gap prediction, empirical parameters still
imbedded in these functionals may limit their
transferability.

In 1951, Salpeter and Bethe derived the motion
equation for two-particle Green’s function, i.e., BSE.8

Sham et al. extended it to the exciton case in the mid
of 1960s and studied the optical absorption spectra
of bulk diamond and silicon using model functions
to describe electron–hole interactions.9–11 In 1961,
Baym and Kadanoff proposed an exact formula
K = δΣ/δG to compute the electron–hole interaction
(K), i.e., K is a functional derivative of self-energy
with respect to one-particle Green’s function.12 In
1982, Strinati introduced a scheme that makes first-
principles calculations of excitons feasible based on
BSE, GW method, and the Baym–Kadanoff theory.13

The full first-principles calculation of excitons was
realized by Onida et al. in 1995 on a Na4 cluster
according to Strinati’s scheme.14 With the develop-
ment of methodology and ab initio software package
in GW method and BSE together with the increasing
computer power, the usage of GW method and BSE
expands enormously in recent years as can be seen
from the increase of related literatures. There have
been several reviews on GW method and BSE.3,15–22

Here, we only briefly present some of the main points
of GW method and BSE, some methodology develop-
ment and various applications in recent years.

ONE-PARTICLE GREEN’S FUNCTION

One-particle Green’s function describes the electron
addition or removal process in the system. If |N, 0i
stands for the ground state of the N-electron system,
the one-particle Green’s function is defined as

G r1t1,r2t2ð Þ = − i N,0h jT ψ̂ r1t1ð Þψ̂† r2t2ð Þ� �
N,0j i

= − i N,0h jψ̂ r1t1ð Þψ̂† r2t2ð Þ N,0j i if t1 > t2
i N,0h jψ̂† r2t2ð Þψ̂ r1t1ð Þ N,0j i if t2 > t1

�
ð1Þ

where ψ̂† rtð Þ and ψ̂ rtð Þ are the fermion creation and
annihilation operators in the Heisenberg representa-
tion, respectively, T is the Wick’s time-ordering oper-
ator which has the effect of ordering the operators
with the largest time on the left. Here, spin coordi-
nate is omitted for simplicity. For t1 > t2 (t1 < t2), G
(r1t1, r2t2) describes the probability amplitude to find
an electron (hole) in r1 (r2) at time t1 (t2) after an
electron (hole) is added in r2 (r1) at time t2 (t1) to the
system in its ground state. The creation of a hole is
equivalent to the removal of an electron. By Fourier

WIREs Computational Molecular Science GW method and Bethe–Salpeter equation

Volume 6, September/October 2016 © 2016 John Wiley & Sons, Ltd 533



transformation, we get the Lehmann representation
of one-particle Green’s function in the energy space

G r1,r2;ωð Þ =
X
i

fi r1ð Þf *i r2ð Þ
ω−Ei + iηsgn Ei−μð Þ ð2Þ

in terms of energies Ei and Lehmann amplitudes fi(r)
defined by

Ei =
EN + 1, i−EN,0 if Ei > μ
EN,0−EN−1, i if Ei < μ

�
ð3Þ

fi rð Þ = N,0h jψ̂ rð Þ N + 1, ij i if Ei > μ

N−1, ih jψ̂ rð Þ N,0j i if Ei < μ

�
ð4Þ

where μ is the chemical potential of the system; η is a
positive real infinitesimal introduced to guarantee the
convergence of the Fourier transformation; EN,0 is
the total energy of the system in its ground state; and
|N − 1, ii (|N + 1, ii) and EN − 1,i (EN + 1,i) denote
the wave function and total energy of the system in
the ith state after removal (addition) of an electron. It
is evident that Ei corresponds to the ionization
energy or electron affinity that is measured by photo-
emission or inverse photoemission spectroscopies. Ei

is also the pole of G(r1, r2; ω). Accurate ionization
energy and electron affinity can be obtained if accu-
rate one-particle Green’s function of the interacting
electron system is available.

The full one-particle Green’s function cannot be
calculated exactly, and therefore one need to employ
some approximations. Defining a non-interacting
one-particle Green’s function G0(r1, r2; ω) for a sys-
tem where the exchange and correlation effects are
turned off leaving only the Hartree term, the interact-
ing one-particle Green’s function G(r1, r2; ω) is
linked to G0(r1, r2; ω) via Dyson’s equation6

G r1,r2;ωð Þ =G0 r1,r2;ωð Þ+
ð ð

G0 r1,r0;ωð Þ
�Σ r0,r00;ωð ÞG r00,r2;ωð Þdr0dr00 ð5Þ

Starting from the equation of motion for the fermion
creation and annihilation operators in the Heisenberg
representation and the representation of one-particle
Green’s function in Eq. (1), one gets the differential
form of Dyson’s equation

i
∂

∂t1
− −

r2

2
+VH r1ð Þ +Vext r1ð Þ

� �� �
G 1,2ð Þ

−

ð
d3Σ 1,3ð ÞG 3,2ð Þ = δ 1,2ð Þ ð6Þ

Here, integers 1, 2, and 3 are short notations for a
combined space and time coordinates, e.g.,
(1) = (r1, t1). VH and Vext are the Hartree potential
and the external potential that accounts for the inter-
action with the nuclei, respectively. In the QP
approximation, one-particle Green’s function can be
represented by QP energies and wave functions as

G r1,r2;ωð Þ=
X
i

ψQP
i r1ð ÞψQP*

i r2ð Þ
ω−EQP

i

ð7Þ

Fourier transforming Eq. (6) to the energy space and
inserting Eq. (7), one obtains the QP equation

−
1
2
r2 +VH rð Þ+Vext rð Þ

� �
ψQP
i rð Þ

+
ð
Σ r,r0;EQP

i

	 

ψQP
i r0ð Þdr0 =EQP

i ψQP
i rð Þ ð8Þ

This equation has a similar form to the single-particle
equation in DFT

−
1
2
r2 +VH rð Þ +Vext rð Þ

� �
ψDFT
i rð Þ

+Vxc ρ rð Þð ÞψDFT
i rð Þ =EDFT

i ψDFT
i rð Þ ð9Þ

However, solutions of Eq. (8) are QP energies and
QP wave functions which are physically more
meaningful than the solutions of the Kohn–Sham
equation. Except the highest occupied eigenvalue of
the Kohn–Sham equation which has been proved
to correspond to the negative of the ionization
potential physically, solutions of the Kohn–Sham
equation are just mathematical tools that ensure
the minimization of the density functional and can-
not be linked to the electronic structure measured
in experiment.3,19

It should be mentioned that the QP equation
(Eq. (8)) is valid and applicable only when the
spectral function A, which is defined as A(r1, r2; ω) =
π− 1|ImG(r1, r2; ω)|, is composed solely by independ-
ent QP peaks. If coupling of electrons to excitations
in materials is strong, satellite structures arising from
plasmons may appear in the spectral function besides
the QP parts.3,18 This complicated one-particle
Green’s function should be obtained by solving the
Dyson’s equation directly through the method like
cumulant expansion which has attracted great atten-
tion in recent years.23–28 Nonetheless, QP approxi-
mation has proved to be effective and powerful in
most cases where effects from satellites can be
ignored.
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HEDIN’S EQUATION AND GW
METHOD

In the language of Green’s function, self-energy takes
the form

Σ 1,2ð Þ= i
ð
d34v 1+ ,3ð Þ −G2 1,3;4,3+ð Þ½

+G 1,4ð ÞG 3,3+ð Þ�G−1 4,2ð Þ ð10Þ

where v is the bare Coulomb potential, G2 is the
two-particle Green’s function, and (1+) stands for
(r1, t1 + η). Because it involves many-particle Green’s
functions, exact determination of the self-energy is
very complicated and some approximations have to
be resorted to. The simple way is to expand Σ in
terms of the bare Coulomb potential v. However, this
type of expansion may diverge for metals. Hedin pro-
posed to express Σ as a series of expansion in the
screened Coulomb potential W instead, where W is
defined as5,15

W 1,2ð Þ =
ð
v 1,3ð Þε−1 3,2ð Þd3 ð11Þ

where ε is the dielectric function which measures the
screening in the system arising from polarization
effects. Its long-wavelength limit at zero frequency is
the macroscopic dielectric constant ε∞. For example,
ε∞ for bulk silicon and diamond are 11.7 and 5.7,
respectively. W, representing the effective interaction
between two electrons, is weaker than v. If all terms
of W are included in the expansion of Σ, exact self-
energy can still in principle be calculated from fol-
lowing Hedin’s equations

Σ 1,2ð Þ= i
ð
G 1,4ð ÞW 1+ ,3ð ÞΓ 4,2;3ð Þd 3,4ð Þ ð12Þ

W 1,2ð Þ= v 1,2ð Þ +
ð
W 1,3ð ÞP 3,4ð Þv 4,2ð Þd 3,4ð Þ ð13Þ

P 1,2ð Þ= − i
ð
G 2,3ð ÞG 4,2ð ÞΓ 3,4;1ð Þd 3,4ð Þ ð14Þ

Γ 1,2;3ð Þ = δ 1,2ð Þδ 1,3ð Þ+
ð
δΣ 1,2ð Þ
δG 4,5ð ÞG 4,6ð ÞG 7,5ð Þ

�Γ 6,7;3ð Þd 4,5,6,7ð Þ ð15Þ

when the exact one-particle Green’s function of the
interacting system was known. Hedin’s equations
and Dyson’s equation form a closed set of equations
from which self-energy and interacting Green’s func-
tion can be determined by an iteration process using
the scheme shown in Figure 1.

To simplify the calculations, Hedin introduced
the GW approximation where contribution from
δΣ/δG in the vertex function Γ is omitted and thus
the self-energy operator reduces to

Σ 1,2ð Þ= iG 1,2ð ÞW 1+ ,2ð Þ ð16Þ

The irreducible polarizability P is also simplified to

P 1,2ð Þ= − iG 1,2ð ÞG 2,1ð Þ ð17Þ

which in the energy space takes the form

P r,r0;ωð Þ= 2
Xocc
nk

Xunocc
n0k0

Ψ *
nk rð ÞΨn0k0 rð ÞΨ *

n0k0 r
0ð ÞΨnk r0ð Þ

� 1
ω−En0k0 +Enk + iη

−
1

ω +En0k0 −Enk− iη

� �
ð18Þ

where E and ψ are the QP energies and wave functions
originating from the Lehmann representation of the
one-particle Green’s function, the factor 2 accounts
for the spin degeneracy. This form of irreducible
polarizability is the same as that deduced from the
random-phase approximation (RPA). GW approxima-
tion in fact corresponds to retain only the first-order
term of the expansion of self-energy in terms of the
screened Coulomb potential. In practical GW imple-
mentations, the screened Coulomb interaction W is
calculated by Eq. (11) where the dielectric function
can be determined from the irreducible polarizability
P by Eq. (18) in advance through the relation

ε 1,2ð Þ = δ 1,2ð Þ−
ð
P 3,2ð Þv 1,3ð Þd3 ð19Þ

W=�+WP�

P=GG�

�=GW�
G=G0+G0�G

�=1+(��/�G)GG�

G

P

W

�

�

FIGURE 1 | Schematic representation illustrating how the self-
energy

P
and one-particle Green’s function G can be determined

using Hedin’s equations and Dyson’s equation iteratively.
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PROCEDURES AND TECHNIQUES
FOR GW CALCULATIONS

The simplest GW calculation is the one-shot GW, or
G0W0. The standard procedure for it is that: first, an
appropriate first-principles technique, usually DFT or
less often Hartree–Fock theory (HF), is chosen as the
starting point to compute the single-particle eigenva-
lues and eigenfunctions of the system in its ground
state; second, the solutions in the previous step are
inserted into Eqs (7), (18), and (19) to construct the
one-particle Green’s function and dielectric function;
third, the screened Coulomb potential and sequen-
tially the self-energy are determined through Eqs (11)
and (16), respectively; finally, Eq. (8) is solved to
obtain the QP enengies and QP wave functions if
applicable. There is no iteration, no update of G and
W in G0W0. In G0W0, single-particle eigenvalues and
wave functions from DFT (or HF) are considered as
zero-order approximation to the QP ones. QP ener-
gies are predicted perturbatively to first order by

EQP
i = EDFT

i + ψDFT
i

� Σ EQP
i

	 

−Vxc ψDFT

i

 �
≈ EDFT

i +Zi ψDFT
i

� Σ EDFT
i

� �
−Vxc ψDFT

i

 � ð20Þ

where Zi is a renormalization factor to express the
dependence of self-energy on QP energy29

Zi = 1− ψDFT
i

� ∂Σ Eð Þ
∂E


E =EDFT

i

ψDFT
i

 �" #−1

ð21Þ

As shown in the first step in Eq. (20), self-energy Σ
on the right side of the equal sign is a function of the

QP energy EQP
i on the left side. To simplifying the

calculation, a further approximation, i.e., the second
step in Eq. (20), is usually applied assuming that the

self-energy at EQP
i can be expanded to first order in

the vicinity of the Kohn-Sham eigenvalue EDFT
i by29

Σ EQP
i

	 

≈Σ EDFT

i

� �
+Σ EQP

i −EDFT
i

	 
∂Σ Eð Þ
∂E


E =EDFT

i

ð22Þ

Now, the second line in Eq. (20) is only determined
by Kohn–Sham eigenvalues and wave functions.
Energy derivatives of self-energy in Eq. (22) can be
computed by finite difference. Here, only diagonal
matrix elements of Σ need to be calculated, while the
off-diagonal terms, which represent the mixing of
single-particle wave functions, are neglected. Gener-
ally, G0W0 can lead to good agreement with

experiment for QP energies. Sometimes, the perfor-
mance of G0W0 is not satisfactory, and its results are
affected by the starting DFT point. This may be
improved either by executing self-consistent GW cal-
culations, fully or partially, or by taking high-order
contribution to the self-energy, e.g., vertex function,
into account.

Evaluation of self-energy involves an integra-
tion over the energy

Σ r,r0;Eð Þ= i
2π

ð
e− iωηG r,r0;E−ωð ÞW r,r0;ωð Þdω ð23Þ

The dependence of the dynamically screened interac-
tion W on energy is embodied in the dielectric func-
tion through Eqs (11), (18), and (19). Dielectric
matrices εGG0 q,ωð Þ, where G and G0 are reciprocal
lattice vectors and q the vector in the first Brillouin
zone of the reciprocal space, at many values of ω are
in principle required to be calculated in order to get a
converged value of self-energy. However, full-
frequency calculations are expensive in CPU time rel-
atively. An approximated scheme, the plasmon-pole
model, is now being widely employed to reduce the
number of dielectric matrices calculated explicitly.
Furthermore, the plasmon-pole model permits an
analytic evaluation of the energy integral in Eq. (23).
Plasmon-pole model is based on the observation that
the imaginary part of the inverse dielectric matrix is
generally a peaked function in ω, so that its real part
can be approximated by

Reε−1GG0 q,ωð Þ= δGG0 +
Ω2

GG0 qð Þ
ω2−eω2

GG0 qð Þ ð24Þ

The two parameters ωGG0 , pole position, and ΩGG0 ,
pole strength, which are independent of the fre-
quency, can be determined by two constraints includ-
ing (1) static limit of ε−1GG0 calculated by RPA at the
point ω = 0 and (2) ε−1GG0 at another point ω along the
imaginary energy axis or the f-sum rule. Several types
of plasmon-pole models were proposed, such as
Hybertsen–Louie,29 Godby–Needs,30 von der
Linden–Horsch,31 and Engel-Farid.32 The perfor-
mance of plasmon-pole models were tested recently
on some molecules and solids.33–36

However, if the structure of ε− 1(ω) in the fre-
quency domain cannot be properly represented by
single poles, or if one is interested in satellites in the
spectral function or in QP lifetimes, one needs to
evaluate the full-frequency-dependent dielectric
matrix. Several schemes have been implemented to
carry out full-frequency calculations, including the
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analytical continuation method, the direct method,
the contour deformation method, and so
on.33–35,37–42 The analytical continuation method
requires to compute dielectric matrix ε(iω) and self-
energy Σ(iω) on the imaginary energy axis.39 Σ(iω) is
then analytically extrapolated to the real energy axis
using the Padé approximation or a multipole model
function. This approach is based on the idea that Σ
has no poles and has a smooth shape on the imagi-
nary energy axis in contrast with a ragged shape on
the real one so that Σ can be represented more easily
with few energy points on the imaginary axis than
on the real axis. In the contour deformation method,
the integral along the real energy axis is transformed
into an integral over an appropriate contour in the
complex plane,43 so that the energy-dependent part
of the self-energy, i.e., the correlation part, can be
expressed as42

ΣC Eð Þ= −
i
2π

ð∞
−∞

G E− iωð ÞWdyn iωð Þd iωð Þ

−
X
p

lim
z!zp

G zð ÞWdyn zð Þ z−zp
� � ð25Þ

The first term is an integration along the imaginary
energy axis. The second term embraces contributions
from the poles, zp, of the one-particle Green’s func-
tion and the dynamical part of screened interaction
Wdyn = W − ν, enclosed inside the contour. Plasmon-
pole approximation can also be avoided by the
linear-response Sternheimer equation approach as
will be described below.

TWO-PARTICLE GREEN’S
FUNCTION

Two-particle Green’s function is defined as

G2 1,2;10,20ð Þ= − ið Þ2 N,0h jT ψ̂ 1ð Þψ̂ 2ð Þψ̂† 20ð Þψ̂† 10ð Þ� �
N,0j i
ð26Þ

which involves four time variables. Through the
ordering of the four times appearing in Eq. (26),
two-particle Green’s function can describe the propa-
gation of coupled particle–particle, particle–hole, and
hole–hole pairs. For the exciton (particle–hole pair),
we are interested in here, only the orderings
t1, t10 > t2, t20 and t1, t10 < t2, t20 are considered, while
the corresponding two-particle Green’s function is
rewritten as22

Gexciton
2 1,2;10,20ð Þ = −Θ τ−

1
2
τ1j j− 1

2
τ2j j

� �
�
X
S

exp − i EN,S−EN,0
� �

τ
� �

χS r1,r10 ;τ1ð ÞeχS r2,r20 ;τ2ð Þ

−Θ −τ−
1
2
τ1j j− 1

2
τ2j j

� �
�
X
S

exp i EN,S−EN,0
� �

τ
� �eχS r1,r10 ;τ1ð ÞχS r2,r20 ;τ2ð Þ

ð27Þ

where EN,S is the total energy of the system in the
excited state S, EN,S − EN,0 is the excitation energy,
i.e., exciton energy is the pole of two-particle Green’s
function, and χS is the exciton wave function (or -
particle–hole amplitude)

χs 1,1
0ð Þ= N,0h jT ψ̂ 1ð Þψ̂† 10ð Þ� �

N,sj i ð28Þ

BETHE–SALPETER EQUATION

The motion of two-particle Green’s function obeys
the BSE

L 1,2;10,20ð Þ =G 1,20ð ÞG 2,10ð Þ
+
ð
G 1,3ð ÞG 30,10ð ÞK 3,40;30,4ð ÞL 4,2;40,20ð Þd 3,30,40,4ð Þ

ð29Þ

where L(1, 2; 10, 20) is the two-particle correlation
function defined as

L 1,2;10,20ð Þ = −G2 1,2;10,20ð Þ+G 1,10ð ÞG 2,20ð Þ ð30Þ

K(3, 40; 30, 4) is the two-particle (electron–hole here)
interaction kernel which, under GW approximation
and assuming δW/δG ≈ 0, can be expressed as

K 3,40;30,4ð Þ= δ VH 3ð Þδ 3,30ð Þ+Σ 3,30ð Þ½ �
δG 4,40ð Þ

= − iδ 3,30ð Þδ 4+ ,40ð Þv 3,4ð Þ
+ iδ 3,4ð Þδ 30,40ð ÞW 3+ ,30ð Þ ð31Þ

It consists of two contributions, the exchange term
and the direct term which result from the bare Cou-
lomb potential v and the screened Coulomb potential
W, respectively. For the case of t1, t10 > t2, t20 , and
using the QP wave functions to expand the exciton
wave functions, i.e.,

χS r,r0ð Þ =
X
c,v

AS
vcψc rð Þψ*

v r0ð Þ ð32Þ
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the BSE turns into an eigenvalue problem13,17,44

Ec−Evð ÞAS
vc +

X
v0c0

KAA
vc,v0c0 ΩSð ÞAS

v0c0 =ΩSAS
vc ð33Þ

with

KAA
vc,v0c0 ΩSð Þ= c,v0h jv v,c0j i+ −

i
2π

� �
�

ð+ ∞

−∞

dωexp − iωγð Þ c,v0h jW ωð Þ c0,vj i

×
1

ΩS−ω− Ec0 −Evð Þ+ iη +
1

ΩS +ω− Ec−Ev0ð Þ+ iη
� �

ð34Þ

where the eigenvalue ΩS is the exciton energy, c (v)
denotes the conduction (valence) band, and γ is a
positive real infinitesimal. The first term of Eq. (33)
describes the uncorrelated electron–hole pair, while
the second term accounts for the interaction between
the bound electron–hole pair. The Hamiltonian of
Eq. (33) is a function of its eigenvalue. Its solution
requires self-consistent calculations. Practical imple-
mentation usually only considers the static limit to
the BSE Hamiltonian by neglecting the dynamical
screening effects arising from terms ΩS− Ec0 −Evð Þ
and ΩS− Ec−Ev0ð Þ.

When the orderings t1, t10 > t2, t20 and
t1, t10 < t2, t20 are taken into account simultaneously,
the BSE turns into a set of coupled eigenvalue
equations45

Ec−Evð ÞAS
vc +

X
v0c0

KAA
vc,v0c0 Ωsð ÞAS

v0c0

+
X
v0c0

KAB
vc,v0c0 Ωsð ÞBS

v0c0 =ΩSAS
vc

Ec−Evð ÞBS
vc +

X
v0c0

KBB
vc,v0c0 Ωsð ÞBS

v0c0

+
X
v0c0

KBA
vc,v0c0 Ωsð ÞAS

v0c0 = −ΩSBS
vc

8>>>>>>>>><>>>>>>>>>:
ð35Þ

with the exciton wave function expressed as

χS r,r0ð Þ=
X
c,v

AS
vcψc rð Þψ*

v r0ð Þ+BS
vcψv rð Þψ*

c r0ð Þ� � ð36Þ

In Eq. (35), the off-diagonal blocks KAB
vc,v0c0 and

KBA
vc,v0c0 = − KAB

vc,v0c0
h i*� �

represent the coupling

between the resonant (v ! c) and antiresonant (c !
v) transitions. Equation (35) is usually called the full
BSE form, while Eq. (33) is referred to as the Tamm–

Dancoff approximation (TDA) to BSE. This concept
and the form of equations are similar to those in
time-dependent DFT (TDDFT).

In practical BSE calculations, single-particle
orbitals from DFT are used to set up the basis sets
for exciton wave functions; energies of the occupied
and unoccupied orbitals appearing in the first term of
Eq. (33) are corrected by GW method; the exchange
term of the electron–hole interaction kernel can be
calculated accurately, while the plasmon-pole model
is usually applied in the direct term where an integra-
tion over the energy is involved as shown in Eq. (34).
A typical BSE implementation follows the
DFT!GW!BSE procedure. In order to reduce the
computational cost, sometimes, especially for periodi-
cally systems where a large number of wave verctors
k in the first Brillouin zone are demanded to repre-
sent the exciton wave functions, the GW step is
skipped but instead a rigid energy shift, whose value
is determined by separate GW calculations for one or
several k points, is exerted on the occupied or unoc-
cupied DFT single-particle energies.

CODES FOR GW AND BSE
CALCULATIONS

The early success and excellent performance of GW
method and BSE in QP structures and optical spectra
and the increasing demand for state-of-the-art first-
principles techniques to understand solar energy
conversion and excited-state dynamics process in
materials and molecules triggered the rapid develop-
ment of related methodology and ab initio codes.
Most of the codes use plane waves as basis sets,
some use localized orbitals including Gaussian
orbitals,38,45–49 numerically atomic orbitals,50 while
some employ mixed orbitals, such as the linearized
augmented-plane-wave method,51,52 the linearized
muffin-tin orbitals,53 the projected Wannier functions
augmented by numerical atomic orbitals,54 a linear
combination of plane waves and numerical atomic
orbitals.55 Localized orbitals are convenient for all-
electron calculations to treat compounds containing
transition-metals and to interpret X-ray absorp-
tion.56,57 Some codes have been open to the public
and are available freely or commercially, such as
BerkeleyGW,58 ABINIT,59 yambo,60 exciting,51

West,61 VASP,62 FHI-aims,50 and so on. GW method
has also been implemented into the quantum chemis-
try package TURBOMOLE.49 There are some other
codes that have been announced in the literatures,
such as Fiesta,63 SPEX,52 GPAW,54 and SaX.64 Here
we just list part of them for reference. Many
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researchers have done great contribution to the devel-
opment of GW and BSE methods.

TECHNIQUES WITHIN GW AND BSE

To make the computation practicable and capable to
treat large systems, some approximations are intro-
duced in routine GW and BSE calculations. Early
reviews by Aryasetiawan and Gunnarsson,18 Aulbur
et al.,19 and Onida et al.3 have discussed some of
them. Here we present some new progresses on these
respects in recent years.

Self-Consistency in GW
G0W0 has achieved great success for the determina-
tion of electronic structure. Its agreement with exper-
imental spectra outperforms DFT greatly. It is
evident that the starting point (DFT vs HF or DFT
with different exchange-correlation functionals) of
G0W0 may affect the results. The solution to elimi-
nate this effect is to implement self-consistent GW
calculations (scGW). The conventional scGW com-
prises full scGW and partial scGW. In full scGW,
eigenvalues and eigenfunctions in G and W are all
updated. It has been widely accepted that the results
from scGW are even worse than G0W0 for homoge-
neous electron gas and semiconductors potassium
and Si.19 Recent development in algorithm and some
benchmark work on solids and molecules seem to
give some more promising results, although there is
still much controversy.

In 2010, Rostgaard et al. tested full scGW on
the ionization potential (IP) of 34 small molecules
including LiH, CH4, SO2, and so forth.54 They stated
that G0W0 with HF as the starting point (G0W0-HF)
and full scGW underestimate IP by 0.4 and 0.5 eV
on average with respect to experiment, respectively.
G0W0-HF is better than the full scGW a little bit.
Koval et al. computed IP of sixteen small molecules
most of which are the same as Rostgaard et al.54 and
compared the GW values with those obtained from
coupled-cluster calculations CCSD(T) in 2014.65

They claimed that full scGW shows a small improve-
ment (0.06 eV) with respect to G0W0-HF on average.
However, the trend of full scGW and G0W0-HF is
different in their calculations, full scGW underesti-
mates by 0.22 eV but G0W0-HF overestimates by
0.28 eV with respect to CCSD(T) on average. Caruso
et al. studied the same set of molecules as Rostgaard
et al.54 in 2012 and got a conflicting conclusion.66

They argued that full scGW improves IP systemati-
cally compared to G0W0-HF. Full scGW and G0W0-
HF deviate from the experiment by 2% and 4%,

respectively. Subsequently, Caruso et al. further sub-
stantiated their point of view by studying five kinds
of organic molecules including thiophene, benzothia-
zole, thiadiazole, naphthalene and tetrathiafulva-
lene.41 They found that the average error of full
scGW on IP is 0.4 eV, much smaller than that of
G0W0-HF which is 0.7 eV. They also found that
G0W0 based on PBE0, i.e., using DFT with the PBE0
hybrid exchange-correlation functional as the starting
point, performs even better than full scGW and sug-
gested it to be the optimal technique for QP calcula-
tions. According to Caruso’s explanation, HF
produces too large HOMO–LUMO gap due to the
missing of correlation energy and thus leads to an
underestimated screening in the Coulomb interaction.
PBE, another widely-used exchange-correlation func-
tional in DFT, overestimates the screening on the
contrary due to the too small HOMO–LUMO gap
calculated, while PBE0 gives a good compromise and
is the optimal choice.41

There are some attempts in applying the con-
ventional scGW in solids. For example, Ku and
Eguiluz argued that full scGW outperforms G0W0

and could converge the absolute gap of Si and Ge to
0.1 eV.67 Full scGW also improves the description
of ground-state properties of solid like equilibrium
lattice constant and bulk modulus compared to
G0W0 as demonstrated by Kutepov et al. for Na,
Al, and Si using the Galitskii–Migdal formula to
evaluate the exchange-correlation part of total
energy.68 The performance of partial scGW was also
tested. In the study of some semiconductors and
insulators by Shishkin and Kresse,69 partial scGW
where only eigenvalues in G are updated leads to
better agreement with experiment than G0W0 with
DFT-PBE as the starting point (G0W0-PBE), while
partial scGW where eigenvalues in G and W are
both updated gives too large band gaps. Jiang
reviewed the self-consistency issue in GW method
and its application in d/f-electron systems like NiO,
MnO, and VO2.

70

One important advance in scGW is the so-
called QP self-consistent GW approximation
(QSGW) proposed by van Schilfgaarde et al. in 2006
which has attracted widely attention.53,71 GW
approximation, whether G0W0 or scGW, essentially
is a perturbation theory where the Σ(ω) − Vxc is
regarded as first-order perturbation to the single-
particle eigenvalue. The smaller this perturbation is,
the closer the single-particle eigenvalue to the real QP
energy is. The core of the QSGW technique is to find
out an optimized effective potential Veff for the
single-particle Hamiltonian H0 = − r2/2 + Veff

through an iterative procedure so that the
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perturbation is minimized. Its starting point is also
DFT where

Veff =Vext +VH +Vxc ð37Þ

After a one-shot GW calculation based on this effec-
tive potential, a new potential is got

VGW ωð Þ=Vext +VH +Σ ωð Þ ð38Þ

The difference ΔV(ω) = VGW(ω) − Veff is a perturba-
tive correction to the effective potential Veff. If ΔV(ω)
is large, construct a new exchange-correlation poten-
tial based on (ω)

Vxc =
1
2
Σij Ψ ij i Re Σ εið Þ½ �ij +Re Σ εj

� �� �
ij

n o
Ψ ih j ð39Þ

and insert it into Eq. (37) to construct a new effective
potential Veff for H0. After that, repeat these steps
until ΔV(ω) is small enough according some criterion
and thus the self-consistency is achieved. QSGW does
systematically improve the agreement with experi-
ment compared to G0W0 as illustrated by van Schilf-
gaarde et al. for tens of solids including alkali metals,
semiconductors, wide band gap insulators, transition
metals, transition metal oxides, magnetic insulators
and rare earth compounds. This method has been
tested on many systems and been used as a standard
to develop new algorithms in some groups.48,72–75

However, QSGW overestimates the band gaps and
the error can be large for small-gap materials. Shish-
kin et al.73 and Botti and Marques75 put forward
that inclusion of vertex function in the screened Cou-
lomb interaction W and consideration of the lattice
polarization in the dielectric function can shrink the
QSGW band gap and lead to a better agreement with
experiment. Although implementing self-consistency
and these high-order effects may improve the preci-
sion of GW method, it is impractical for large-size
systems presently due to the complicated procedure
and prohibitive computational cost. G0W0 with a
suitable starting single-particle point is a realistic
compromise.

Algorithms to Speed up GW
Self-energy can physically be separated into two
parts, the exchange or HF contribution ΣX and the
energy-dependent correlation contribution ΣC which
has an expression19

ΣC r,r0;Eð Þ =
Xocc
i

X
m6¼0

Vm rð ÞV*
m r0ð ÞΨi rð ÞΨ*

i r0ð Þ
E + ϵm−Ei− i

+
Xunocc
i

X
m 6¼0

Vm rð ÞV*
m r0ð ÞΨi rð ÞΨ*

i r0ð Þ
E−ϵm−Ei + iη

ð40Þ

where Vm(r) =
Ð
(r, r0)nm(r0)dr0 is the fluctuation

potential induced by the excitation m with energy
ϵm = EN,m − EN,0 and oscillator strength nm in the
N-electron system, i denotes the single-particle state.
Evaluation of dielectric function, and ΣC involves
infinite summations over both occupied and unoccu-
pied single-particle states. This is a major bottleneck
in GW and BSE calculations. In practical calcula-
tions, summation over unoccupied states is truncated
above a certain energy which parameter is deter-
mined by convergence tests. The convergence behav-
ior of QP energy and band gap with respect to the
number of unoccupied states taken into account is a
critical issue in GW runs which has been discussed in
many articles and should be checked carefully in cal-
culations. Extreme slow convergence has been
encountered when using plane wave approach to
treat systems like ZnO34,69,76–78 and TiO2

35 which
contain strongly localized semicore d states and
molecules79,80 which require large vacuum gap to
eliminate interaction between images in repeated
supercells. Even if the convergence is perfect as we
wish, computational load is still prohibitive for large
systems, limiting the application of GW and BSE.
There have been some proposals to relieve this prob-
lem in the explicit sum-over-states procedure, e.g.,
the effective-energy technique where only occupied
states appear in the summation,78,81 the simple
approximate physical orbital approach where the
unoccupied orbitals are replaced by some symme-
trized plane waves and localized basis DFT
orbitals.79

An alternative approach, the linear-response
Sternheimer equations within the density-functional
perturbation theory, was adopted in some groups to
compute the dielectric function.61,82–87 In this tech-
nique, determination of the dielectric function starts
from the Sternheimer equation

Ĥ−Ev�ω
	 


ΔΨ�
v r,ω½ � = − 1− P̂occ

	 

ΔV r,ω½ �Ψ v ð41Þ

where Ĥ is the effective single-particle Hamiltonian
within DFT, P̂occ =Σv ψvi ψvhj j is the projector on the
occupied (valence, v) states, Δψ�

v r,ω½ � are the variations
of single-particle wave functions responding to the
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perturbation ΔV[r,ω] = v (r, r0). The dielectric function
is thus obtained by

ε r,r0,ωð Þ = δ r,r0ð Þ−Δn r,ω½ � ð42Þ

where Δn[r,ω] is the change of the density matrix

Δn r,ω½ � = 2
X
v

ψ*
v Δψ +

v r,ω½ � +Δψ
−
v r,ω½ �

	 

ð43Þ

This approach does not require the summation over
unoccupied states but instead solves self-consistently
the linear equation Eq. (41) which involves only the
occupied states. If setting ΔV[r,ω] to

ΔV r,ω½ � = v r,r0ð Þ +
ð
Δn r,ω½ � r00ð Þv r00,r0ð Þdr00 ð44Þ

the screened Coulomb interaction W can also be cal-
culated by solving Eq. (41) self-consistently,61,83,84

without the need to invert dielectric matrics. In the
scheme of Giustino et al.,83,84 one-particle Green’s
function is obtained by the linear equation

Ĥ−ω− iη
	 


G r,r0;ωð Þ= −δ r,r0ð Þ ð45Þ

In the work by Galli et al.,61,88,89 the correlation
interaction ΣC is evaluated by the integration in the
imaginary frequency domain

ψnjΣc iωð Þjψnh i = 1
2π

XNeig

i, j = 1

ð
dω0cij iω0ð Þ

ψn v
1
2Φi

	 

j Ĥ− i ω−ω0ð Þ
h i−1

jψn v
1
2Φj

	 
� �
ð46Þ

where Φ is the eigenvectors of the inverse of the Her-
mitian dielectric matrix eε= v−1=2εv1=2, Neig is the
parameter to truncate the summation which is deter-
mined through convergence tests, cij is the expansion
coefficients of the polarizability in terms of Φ. The
integration in Eq. (46) is realized by the Lanczos-
chain algorithm,90 and the self-energy in the real
frequency domain is then computed by analytical
continuation methods.91 Lanczos-chain algorithm
has also been employed by Umari et al. with loca-
lized Wannier-type orbitals to represent the polariza-
bility.92,93 In the approaches by Galli, Giustino and
Umari et al., not only the summation over unoccu-
pied states but also the plasmon-pole approximation
are avoided. There are other proposals raised
recently to increase the efficiency of GW method,
such as the LDA + GdW method by Rohlfing,94 the

stochastic GW method by Neuhauser et al.,95

and so on.
Another crucial issue that influence the speed of

GW calculation is the basis set. In the realization of
GW approach, the irreducible polarizability is
expanded in the form of

P r,r0;ωð Þ=
X
αβ

φα rð ÞPμv ωð Þφβ r0ð Þ ð47Þ

where φi(r) are elements of the basis. Convergence of
the plane wave basis can be systematically controlled
by a single parameter—energy cutoff. However, in
the study of bulk ZnO and monolayer MoS2, Shih
et al. and Qiu et al. found that the convergence
behavior of energy cutoff and the number of unoccu-
pied orbitals in the summation as discussed above
are strongly correlated.76,96 Advantage of localized
basis set is the high efficiency, however the control of
its completeness and convergence is not an easy task.
Some literatures have discussed this issues for basis
sets composed by Gaussian orbitals, numerically
atomic orbitals, and so forth.38,40,46,47,54,92,97

TDA and Dynamical Electron–Hole
Interaction
TDA is the default choice in routine BSE calculations.
The reliability of TDA was verified by Sander
et al. recently for solids including Si, C, and LiF.98 In
2009, Grüning et al. and Ma et al. found that TDA
may break down for confined systems such as nano-
tubes and organic molecules where the electron den-
sity is strongly inhomogeneous and/or the exchange
interaction between electron and hole is huge.99–101

For instance, TDA induces a 2 eV error in the photo-
absorption peak of the single-walled carbon nanotube
and a 0.4�0.5 eV error in the excitation energy of the
lowest π ! π* transition for biological chromophore
molecules. In these molecules, the coupling between
the resonant–antiresonant transitions originates pre-
dominantly from the exchange term, contribution from
the direct term is minor relatively. Later on, the overes-
timation of TDA on excitation energy is observed in
more organic molecules, e.g., thiophene,102–104 DNA
and RNA nucleobases,105 bacteriochlorin,106

dyes,63,107,108 chromophores,109,110 dipeptide,111 cop-
per enzymes,112,113 and so on. The effect of TDA is
not important for all the excited states. For some dark
states, for example the n ! π* transition in photoac-
tive yellow proteins100 and DNA nucleobases105, the
long-range charge-transfer excitations,105,106 the error
induced by TDA is nearly zero. However, to get an
accurate picture for the entire excitation spectrum,
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full BSE is required instead of its TDA simplification.
In the work of Conte et al., BSE-TDA and full BSE
were found to give qualitatively different photoisome-
rization pathways for the retinal protonated Schiff
base.110

In principle, BSE Hamiltonian is the function of
its eigenvalues through the electron–hole interaction
kernel K. This dependence is usually not taken into
account in practical calculations based on the
assumption that the dynamical screening effects in
the electron–hole interaction kernel are small and
negligible when the excitonic binding energy ΩS −
(Ec − Ev) is much smaller than the plasma frequency.
In the work on organic molecules, it is found that
dynamical electron–hole screening effects are strong
for some kinds of excitations. For example, dynami-
cal screening effects redshift the excitation energies of
n ! π* transitions in photoactive yellow proteins
and DNA nucleobases by 0.3 eV.100,102,105 Marini
and Del Sole also demonstrated that dynamical exci-
tonic effects are crucial for the optical absorption in
bulk copper, silver and silicon.114

Excited-State Force
Optical absorption can lead to structural variation
which may trigger subsequent processes like photo-
chemical reaction, photoluminescence, energy trans-
fer, carrier separation, charge transfer, and so forth.
In quantum chemistry methods like TDDFT, CIS,
and EOM-CCSD, excited-state force can be calcu-
lated analytically.115,116 Within the GW + BSE
scheme, analytical excited-state forces are still una-
vailable. However, in 2003 Ismail-Beigi and Louie
proposed an approximate approach to evaluate the
excited-state force.117 According to their theory,
within TDA the derivative of the excitation energy
with respect to the ionic coordinate R is

∂RΩS =
X
vc,v0c0

AS*
vcA

S
v0c0∂RH

BSE
vc,v0c0 ð48Þ

where

∂RHBSE
vc,v0c0 = ∂REQP

c −∂REQP
v

� �
δcc0δvv0 + ∂RKvc,v0c0 ð49Þ

The derivatives of QP energies are approximated by
their DFT counterparts, i.e., assuming that the QP
correction Σ − Vxc is a constant and independent of
orbitals and structures. Based on the basic assump-
tion δW/δG ≈ 0 in the derivation of the electron–hole
interaction kernel K, the second term in Eq. (49) can
be expressed as

∂RKvc,v0c0 =
X
j

PR
jvKjc,v0c0 +PR*

jc Kvj,v0c0
h

+PR*
jv0 Kvc, jc0 +PR

jc0Kvc,v0j� ð50Þ

with PR
ji≡ jj ∂Rjiif gh which is calculated by first order

perturbation theory

PR
ji =

0 if Ei =Ej

hjj∂RĤjii
Ei−Ej

if Ei 6¼Ej

8<: ð51Þ

where Ĥ is the single-particle Hamiltonian within
DFT. Quantities in the first term of Eq. (49) are
determined by ∂REi = hi|∂RĤ|ii. ∂RĤ is computed by
density functional perturbation theory. Ismail-Beigi
and Louie employed their approach to explore the
formation process of self-trapped excitons in silicon
dioxide.118

Others
There are some extensions of the GW and BSE meth-
ods to treat specific systems and to investigate phe-
nomena beyond just the energies of QPs and
excitons. Organic molecules are usually embedded in
some environments, such as protein, water solution,
and so on. It is critical to understand how the envi-
ronment tunes the optical properties of organic mole-
cules. The most popular way to include the
environmental effects in first-principles calculations is
the Quantum Mechanics/Molecular Mechanics
(QM/MM) scheme. Conte et al. combined GW +
BSE and QM/MM approaches and investigated the
influence of water solution on the optical absorption
of indole.119 By applying Baer’s diabatization scheme
within the GW + BSE method, Kaczmarski
et al. studied the nonadiabatic effects in the photoi-
somerization reaction process of the protonated
Schiff-base retinal chromophore.120 Lischner
et al. proposed an approach within the GW method
to deal with QP excitations in open-shell systems like
molecules NO2, O2, NF2, ClO2, and the negatively
charged nitrogen-vacancy center in bulk diamond.121

Aryasetiawan and Biermann generalized the Hedin’s
equations to systems containing spin-orbit and spin-
spin interactions, and derived the corresponding
spin-dependent GW method.122 This method was
employed in calculating electronic structures of Hg
chalcogenides HgS, HgSe, and HgTe,123 topological
insulators Bi2Se3 and Bi2Te3,

124 and light actinides
Np, U, and Pu.125
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By taking electron–phonon interaction into
account in the self-energy operator through the
Heine-Allen-Cardona theory, Marini et al. and Gius-
tino et al. uncovered the important role of tempera-
ture and zero-point atomic motion in the electronic
structure and optical absorption of bulk Si, diamond,
hexagonal BN and trans-polyacetylene.126–129 In
these studies, the electron–phonon coupling strength,
which is closed related to the derivative of potential
with respect to ionic positions, is computed at the
DFT-LDA level. In the calculation of excited-state
forces by Ismail-Beigi and Louie as discussed in previ-
ous section, derivatives of QP energies with respect to
ionic positions are also approximated by their DFT-
LDA counterparts. Nevertheless some researches illus-
trate that DFT within LDA and GGA significantly
underestimates the electron–phonon coupling
strength, the first- and second-order derivatives of
single-particle energies. The gap between experiments
and theoretical studies by DFT can be cured when
using self-energy and QP energies at the GW level to
produce the derivatives.130–134 This is crucial to
explain the origin of superconductivity in materials.

APPLICATIONS

DFT and TDDFT are the most popular and efficient
first-principle approaches to compute electronic
structures and excited states nowadays. However, it
is well known that their results are heavily affected
by the exchange-correlation functionals which con-
tain some empirical parameters. Quantum chemistry
methods, such as quantum Monte Carlo, coupled-
cluster, complete-active second-order perturbation
theory (CASPT2), can achieve high accuracy, but
their usage is limited to small molecules due to the
unfavorable scaling with the system size (> N6, where
N is the number of basis functions) and they are also
difficult to be applied in periodic systems like solids,
one- or two-dimensional nanomaterials. The ability
of GW and BSE methods to compute electronic struc-
tures and excited states without empirical para-
meters, with appealing scaling (~N4) and with
comparable accuracy to the high-level quantum
chemistry methods, together with the development of
computational facilities and ab initio GW + BSE
codes, boosts its applications during the last years
greatly.3,117,135 The performance of GW and BSE
methods in solids have been demonstrated and dis-
cussed in a large number of literatures and previous
reviews.3,19,71 In this section, we give a brief over-
view on some recent applications in solids, molecules
and nanomaterials.

A lot of attention has been paid to crystals like
TiO2, CuIn(S,Se)2, CH3NH3PbI3 which are impor-
tant materials used in solar cells, photocatalysis,
hydrolysis, and so on. Two experimental groups
measured the electronic band gap of rutile TiO2 to be
3.3 and 3.6 eV, respectively. Using DFT-PBE as the
starting point and employing the plasmon-pole model
(PPM), Chiodo et al. calculated the G0W0 band gap
of rutile TiO2 to be 3.59 eV as compared to the
1.93 eV PBE gap.136 The QSGW gap from van
Schilfgaarde et al. is 3.78 eV.71 As presented in the
previous section, QSGW overestimates the band gap
overall. Kang and Hybertsen compared the G0W0

gap of rutile TiO2 obtained by the full-frequency pro-
cedure (3.38 eV), Hybertsen–Louie PPM (4.27 eV)
and von-der-Linden–Horsch PPM (3.70 eV) with
DFT-LDA as the starting point, claiming that full fre-
quency dependence of the dielectric matrix should be
considered for TiO2.

35 Localized d electrons play a
crucial role in compounds containing transition
metals. Using self-consistent COHSEX (a static
approximation to GW) calculations to optimize the
starting point of G0W0, Vidal et al. resolved the dis-
pute over the band gap of CuIn(S,Se)2 and also
pointed out that, to give a correct dependence of the
band gap on the structure of CuIn(S,Se)2 by DFT
using the Heyd–Scuseria–Ernzerhof (HSE06) hybrid
exchange-correlation functional, the parameter in
HSE06 which controls the amount of Fock exchange
must vary proportionally to the electronic screen-
ing.137 In the study of CH3NH3PbI3, Filip and Gius-
tino, and Brivio et al. obtained the band gap which is
in good agreement with experiment after performing
self-consistent GW calculations.138,139

Water plays a central role in many chemical
and biological processes and energy conversion. Yet,
its electronic properties and excited states are still
poorly understood. Using a model function to
describe the dielectric screening, Hahn
et al. evaluated the first optical absorption peak of
H2O molecule to be at 7.2 eV by GW + BSE, in
excellent agreement with the experimental value of
7.4 eV.140 Their theoretical optical absorption spec-
trum of hexagonal ice is also consistent with the
experiment. Through comparison with DFT employ-
ing PBE, PBE0 and HSE06 hybrid functionals, Pham
et al. showed that the use of GW method is crucial to
obtain electronic structures of liquid water that agree
with experiment.141 HSE06 and PBE0 underestimate
the band gap by 2.7 and 2.0 eV, respectively. Pham
et al. used a large unit cell containing 64 water mole-
cules to simulate the liquid water. Swartz and Wu
analyzed the impact of solvent water molecules and
proton transfer on the ionization potential
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distributions of OH− and H3O
+ using a unit cell con-

sisting of 63 water molecules and the ions, and
reproduced the main features in the experimental
photoemission spectroscopy.142 GW method was
also employed to analyze the x-ray absorption spec-
tra of liquid water by Kong et al.143

The interface between molecules and solids has
been intensely studied due to its pivotal role in vari-
ous applications. Wang et al. investigated the fast
decay process of the electron–hole pair created in the
absorbed CO molecule initially into the MgO sub-
strate and demonstrated that the charge-transfer exci-
tonic state between CO and MgO facilitates the
decay.144 The HOMO–LUMO gap of benzene mole-
cule reduces from 10.5 eV in the gas phase to 7.2 eV
on the graphite surface because of the polarization
effects from the substrate.145 Electronic screening
from Al(111) surface lowers the energy of charge-
transfer excitations in molecular complexes such as
benzene–tetracyanoethylene by up to 1 eV from
GW + BSE calculations, while TDDFT fails to
describe this phenomenon.146 Electronic level align-
ment of water and organic molecules on semiconduc-
tor substrates was investigated by several groups
with GW method, for example by Migani et al. for
water on TiO2(110) surface,

147,148 by Pham et al. for
water on Si(111) surface,149 by Kharche et al. for
water on GaN and ZnO (1010) surface,150 by
Patrick and Giustino for the chromophore molecule
Ru(dcbpyH2)2(NCS)2 and by Verdi et al. for the dye
molecule (4-diphenylamino)phenylcyanoacrylic acid
on TiO2(101) surface.

151,152 In these molecule–solids
interface calculations, the systems are usually large.
For example, Pham et al. used 108 water molecules
and 72 silicon atoms in their models, Patrick and
Giustino’s model consists of 299 atoms.

GW + BSE approach is also adopted in the
study of excitonic effects in one- and two-dimensional
materials like carbon nanotubes, graphene, phosphor-
ene, monolayer MoS2, MoSe2, Sb2S3, and so
on.96,153–156 The first optical absorption peaks of the
(5, 0) and (3, 3) single-walled carbon nanotubes are
calculated to be 1.33 and 3.17 eV which agree very
well with the experimental values of 1.37 and 3.1 eV,
respectively.157 Rohlfing clarified the mechanism of
exciton redshifts in carbon nanotubes caused by the
environment such as nearby carbon nanotube and
other physisorbates.158 GW + BSE calculations help
understanding the modulation of optical conductivity
in graphene by electron and hole doping.159

In 2001, Grossman et al. assessed the perfor-
mance of GW and BSE methods on molecules and
illustrated the excellent agreement of these methods

with quantum Monte Carlo approach and experi-
ment, while the GW and BSE methods are more effi-
cient than quantum Monte Carlo numerically.135

Some benchmark work of GW and BSE on molecules
are presented recently in several literatures. In the
study on 39 small molecules containing transition
atoms and 7 molecules for photovoltaics using the
Gaussian-orbital-based code Fiesta, Körbel
et al. demonstrated that the accuracy of G0W0-PBE0
on ionization energy, electron affinity and HOMO–

LUMO gap can reach 0.3, 0.3, and 0.1 eV, respec-
tively, with respect to experiment.160 The accuracy of
BSE with PBE0 as the starting point is about 0.3 eV.
Jacquemin et al. conducted an extensive benchmark
calculations for 28 organic molecules of the Thiel’s
set and 13 dye molecules using the Fiesta package.161

G0W0 with PBE0 as the starting point may lead to an
average error of 0.59 eV compared to the reference
calculations by CCSD, while self-consistent iteration
in GW by updating the QP energies only can improve
the results substantially. Compared to TDDFT,
GW + BSE is not only parameter-free but also suita-
ble to a wide range of systems and capable to
describe any kind of excitations including Frenkel,
Wannier and charge-transfer ones effectively.
Charge-transfer excitation, especially the intermolec-
ular ones, is involved in excited-state dynamics proc-
ess of many kinds of organic systems. Duchemin
et al. and Yin et al. successfully positioned the ener-
gies of charge-transfer excitations in
zincbacteriochlorin–bacteriochlorin complex and
DNA molecules in aqueous solution by GW + BSE,
respectively.105,106 GW + BSE was also applied in
describing charge-transfer excitations in organic
molecular crystals like thiophene,102,162

pentacene,163,164 rubrene,165 3,4,9,10-perylene tetra-
carboxylic dianhydride,166 and polyacetylene.167

CONCLUSION AND OUTLOOK

The last three decades saw the rapid development of
GW method and BSE. Their achievements in a vari-
ety of systems indicate that they are promising first-
principles approaches to meet the growing demand
in electronic excited states calculations for both peri-
odic and nonperiodic systems. The current precision
of the typical G0W0 with a suitable starting single-
particle point and the BSE calculations based on it is
satisfactory based on their comparison with other
high-level quantum chemistry approaches and experi-
ment. It seems that it will not be too far to see their
widely applications in material and molecular sci-
ence. More efforts are still needed to expand the
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functions of GW and BSE methods and to improve
their efficiency for large complex systems. For exam-
ple, analytic approach is unavailable yet to evaluate
the first-order energy derivatives of excited states
which is useful to simulate structural changes in

response to photon irradiation; open-shell systems
and double excitations are beyond the capability of
the present GW + BSE scheme; it is still challenging
in treating strongly correlated systems containing d/f
electrons; and so forth.
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