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Many-Body Perturbation Theory (MBPT) and
Time-Dependent Density-Functional Theory
(TD-DFT): MBPT Insights About What is
Missing in, and Corrections to, the TD-DFT
Adiabatic Approximation

Mark E. Casida and Miquel Huix-Rotllant

Abstract In their famous paper Kohn and Sham formulated a formally exact
density-functional theory (DFT) for the ground-state energy and density of a sys-
tem of N interacting electrons, albeit limited at the time by certain troubling rep-
resentability questions. As no practical exact form of the exchange-correlation (xc)
energy functional was known, the xc-functional had to be approximated, ideally by
a local or semilocal functional. Nowadays however the realization that Nature is not
always so nearsighted has driven us up Perdew’s Jacob’s ladder to find increasingly
nonlocal density/wavefunction hybrid functionals. Time-dependent (TD-) DFT is a
younger development which allows DFT concepts to be used to describe the tem-
poral evolution of the density in the presence of a perturbing field. Linear response
(LR) theory then allows spectra and other information aboutexcited states to be
extracted from TD-DFT. Once again the exact TD-DFT xc-functional must be ap-
proximated in practical calculations and this has historically been done using the
TD-DFT adiabatic approximation (AA) which is to TD-DFT verymuch like what
the local density approximation (LDA) is to conventional ground-state DFT. While
some of the recent advances in TD-DFT focus on what can be donewithin the AA,
others explore ways around the AA. After giving an overview of DFT, TD-DFT,
and LR-TD-DFT, this article will focus on many-body corrections to LR-TD-DFT
as one way to building hybrid density-functional/wavefunction methodology for in-
corporating aspects of nonlocality in time not present in the AA.
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1 Introduction

“I have not included chemistry in my list [of the physical sciences] because, though Dy-
namical Science is continually reclaiming large tracts of good ground from one side of
Chemistry, Chemistry is extending with still greater rapidity on the other side, into region
where the dynamics of the present day must put her hand on her mouth. But Chemistry is a
Physical Science...”
— James Clerk Maxwell,Encyclopaedia Britannica, ca. 1873 [1]

Much has changed since when Maxwell first defended chemistryas a physi-
cal science. The physics applied to chemical systems now involves as much, if not
more, quantum mechanics than classical dynamics. However some things have not
changed. Chemistry still seems to extend too rapidly for first principles modeling
to keep up. Fortunately density-functional theory (DFT) has established itself as a
computationally-simple way to extendab initio1 accuracy to larger systems than
whereab initio quantum chemical methods can traditionally be applied. Theret-
icence to use DFT for describing excited states has even given way as linear re-
sponse (LR-) time-dependent (TD-) DFT has become an established way to cal-
culate excited-state properties of medium- and large-sizemolecules. One of the
strengths of TD-DFT is that it is formally-exact theory. However, as in traditional
DFT, problems arise in practice because of the need to make approximations. Of
course, from the point of view of a developer of new methods, when people are
given a little then they immediately want more. As soon as LR-TD-DFT was shown
to give reasonably promising results in one context, then many people in the model-
ing community immediately wanted to apply LR-TD-DFT in a whole range of more
challenging contexts. It then became urgent to explore the limits of applicability of
approximateTD-DFT and to improve approximations in order to extend these lim-
its. Much work has been done on this problem and there are manysuccess stories
to tell about LR-TD-DFT. Indeed many of the articles in this book describe some
of these challenging contexts where conventional LR-TD-DFT approximations do
work. In this chapter, however we want to focus on the cuttingedge where LR-TD-
DFT finds itself seriously challenged and yet progress is being made. In particular,
what we have in mind are photochemical applications where interacting excited
states of fundamentally different character need to be described with similar accu-
racy and where bonds may be in the process of breaking or forming. The approach
we will take is to introduce a hybrid method where many-body perturbation theory
(MBPT) corrections are added on top of LR-TD-DFT. We will also use the tools we
have developed to gain some insight into what needs to be included in the TD-DFT
exchange-correlation (xc) functional in order for it to better describe photochemical
problems.

Applications of LR-TD-DFT to photochemistry are no longer rare. Perhaps the
earliest attempt to apply LR-TD-DFT to photochemistry was the demonstration that

1 The termab initio is used here as it is typically used in quantum chemistry. That is, ab initio
refers to first-principles Hartree-Fock-based theory, excluding DFT. In contrast, the termab initio
used in the solid state physics literature usually encompasses DFT.
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avoided crossings between formaldehyde excited-state curves could indeed be de-
scribed with this method [2]. Further hope for photochemistry from LR-TD-DFT
was raised again only a few years later [3, 4], with an exampleapplication to the
photochemistry of oxirane appearing in another five years time [5, 6]. Ref. [7] pro-
vides a recent review of the present state of LR-TD-DFT applied to photochemistry
and where some of the difficulties lie.

Fig. 1 Typical curves for the singlet photochemical isomerization of ethylene.

Let us try to focus on some of key problems. Photophenomena are frequently di-
vided into photophysics, when the photoprocess ends with the same molecules with
which it started, and photochemistry, when the photoprocess ends with different
molecules. This is illustrated by the cartoon in Fig. 1. An example of a typical pho-
tophysical process would be beginning at oneS0 minimum, exciting to the singly-
excitedS1 state, and reverting to the sameS0 minimum. In contrast, an example of
a typical photochemical process would be exciting from oneS0 minimum to anS1

excited state, followed by moving along theS1 surface, through avoided crossings,
conical intersections, and other photochemical funnels, to finally end up at the other
S0 minimum. State-of-the-art LR-TD-DFT does a reasonable jobmodeling photo-
physical processes but has much more difficulty with photochemical processes. The
main reason is easily seen in Fig. 1 — namely that photochemical processes often
require an explicit treatment of doubly excited states and these are beyond the scope
of conventional LR-TD-DFT. There are several ways to remedythis problem which
have been discussed in a previous review article [8]. In thisarticle, we will concen-
trate on one way to explore and correct the double excitationproblem using a hybrid
MBPT/LR-TD-DFT approach.

The rest of this chapter is organized as follows. The next section (Sec. 2) provides
a small review of the current state of DFT, TD-DFT, and LR-DFT. Section 3 begins
with an introduction to the key notions of MBPT needed to derive corrections to
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approximate LR-TD-DFT and derives some basic equations. Section 4 shows these
corrections can be used in practical applications through an exploration of dressed
LR-TD-DFT. Ideally it would be nice to be able to use these corrections to improve
the xc functional of TD-DFT. However this involves an additional localization step
which is examined in Sec. 5. Section 6 sums up with some perspectives.

2 Some Review

This section reviews a few concepts which in some sense are hoary with age: DFT
is about 50 years old, TD-DFT is about 30 years old, and LR-TD-DFT (in the form
of the Casida equations) is about 20 years old. Thus many of the basic concepts are
now well known. However this section is both necessary to define some notation
and because some aspects of these subjects have continued toevolve and so need to
be updated.

2.1 Density-Functional Theory (DFT)

Hohenberg and Kohn [9] and Kohn and Sham [10] defined DFT in themid-1960s
when they gave formal rigor to earlier work by Thomas, Fermi,Dirac, Slater, and
others. This initial work has been nicely reviewed in well-known texts [11, 12, 13]
and so we shall not dwell on details here but rather concentrate on what is essential
in the present context. Hartree atomic units (h̄=me= e= 1) will be used throughout
unless otherwise specified.

Kohn and Sham introduced orthonormal auxiliary functions (Kohn-Sham or-
bitals)ψi(1) and corresponding occupation numbersni which allow the density to
be expressed as,

ρ(1) = ∑
i

ni |ψi(1)|2 , (1)

and the electronic energy to be expressed as,

E = ∑
i

ni〈ψi |t̂s+ v|ψi〉+EH[ρ ]+Exc[ρ ] . (2)

Here we use a notation wherei = (r i ,σi) stands for the spacer i and spinσi coor-
dinates of electroni, t̂s =−(1/2)∇2 is the noninteracting kinetic energy operator,v
is the external potential which represents the attraction of the electron to the nuclei
as well as any applied electric fields,EH [ρ ] =

∫ ∫

ρ(1)ρ(2)/r12d1d2 is the Hartree
(or Coulomb) energy, andExc[ρ ] is the xc-energy which includes everything not
included in the other terms (i.e., exchange, correlation, and the difference between
the interacting and noninteracting kinetic energies). Minimizing the energy [Eq. (2)]
subject to the constraint of orthonormal orbitals gives theKohn-Sham orbital equa-
tion,
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ĥs[ρ ]ψi = εiψi , (3)

where the Kohn-Sham Hamiltonian,ĥs[ρ ](1), is the sum of̂ts(1)+v(1), the Hartree
(or Coulomb) potentialvH [ρ ](1) =

∫

ρ(2)/r12d2, and the xc-potentialvxc[ρ ](1) =
δExc[ρ ]/δρ(1).

An important but subtle point is that the Kohn-Sham equationshould be solved
self-consistently with lower energy orbitals filled beforehigher energy orbitals (Auf-
bau principle) as befits a system of noninteracting electrons. If this can be done
with integer occupancy, then the system is said to be noninteractingv-representable
(NVR). Most programs try to enforce NVR, but it now seems likely that NVR fails
for many systems even in exact Kohn-Sham DFT. The alternative is to consider frac-
tional occupation within an ensemble formalism. An important theorem then states
that only the last occupied degenerate orbitals may be fractionally occupied (see,
e.g., Ref. [12], pp. 55-56). Suitable algorithms are rare asmaintaining this condition
can lead to degenerate orbitals having different occupation numbers which, in turn,
may require minimizing the energy with respect to unitary transformations within
the space spanned by the degenerate occupied orbitals with different occupation
numbers. These points have been previously discussed in somewhat greater detail
in Ref. [8]. Most programs show at least an effective failureof NVR when using
approximate functionals, in particular around regions of strong electron correlation
such as where bonds are being made or broken (e.g., avoided crossing of theS0

surfaces in Fig. 1) which often shows up as self-consistent field (SCF) convergence
failures.

Table 1 Jacobs ladder for functionals [14]. (An updated version is given in Ref. [15].)

Quantum Chemical Heaven
Double-hybrid ρ(1), x(1), τ(1), ψi(1), ψa(1)h

Hybrid ρ(1), x(1), τ(1), ψi(1)g

mGGAc ρ(1), x(1), τ(1)e, ∇2ρ(1) f

GGAb ρ(1), x(1)d

LDAa ρ(1)
Hartree World

a Local density approximation.
b Generalized gradient approximation.
c Meta generalized gradient approximation.
d The reduced gradientx(1) = |∇ρ(1)|/ρ4/3(1).
e The local kinetic energyτ(1) = ∑p npψp(1)∇2ψp(1).
f There is some indication that the local kinetic energy density τ(1) and the Laplacian of the charge
density,∇2ρ(1), contain comparable information [16].
g Occupied orbitals.
h Unoccupied orbitals.

As no practical exact form ofExc is known, it must be approximated in practice.
In the original papers,Exc should depend only upon the charge density. However
our notation already reflects the modern tendency to allow a spin-dependence in
Exc (spin-DFT). This additional degree of freedom makes it easier to develop im-
proved density-functional approximations (DFAs). In recent years, this tendency to
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add additional functional dependencies intoExc has lead to generalized Kohn-Sham
theories corresponding to different levels of what Perdew has refered to Jacob’s lad-
der2 for functionals (Table 1). The LDA and GGA are pure DFAs. Higher levels are
no longer fall within the pure DFT formalism [17] and in particular are subject to a
different interpretation of orbital energies.

Of particular importance to us is the hybrid level which incorporates some
amount of Hartree-Fock exchange. Inspired by the adiabaticconnection formalism
in DFT and seeking functionals with thermodynamic accuracy, Becke suggested a
functional of roughly the form [18],

Ehybrid
xc = EGGA

x +a
(

EHF
x −EGGA

x

)

+EGGA
c . (4)

Thea parameter was intially determined semi-empirically but a choice ofa= 0.25
was later justified on the basis of MBPT [19]. This is a global hybrid (GH), to
distinguish it from yet another type of hybrid, namely the range-separated hy-
brid (RSH). Initially proposed by Savin [20], RSHs separatethe 1/r12 interelec-
tronic repulsion into a short-range (SR) part to be treated by density-functional
theory and a long-range (LR) part to be treated by wavefunction methodology.
A convenient choice uses the complementary error function for the short-range
part, (1/r12)SR= erfc(γr12)/r12, and the error function for the long-range part,
(1/r12)LR = erf(γr12)/r12. In this case,γ = 0 corresponds to pure DFT whileγ = ∞
corresponds to Hartree-Fock. See Ref. [21] for a recent review of one type of RSH.

2.2 Time-Dependent (TD-) DFT

Conventional Hohenberg-Kohn-Sham DFT is limited to the ground stationary state,
but chemistry is also concerned with linear and nonlinear optics and molecules in ex-
cited states. Time-dependent DFT has been developed to address these issues. This
subsection first reviews formal TD-DFT and then briefly discusses TD-DFAs. There
are now a number of review articles on TD-DFT (some of which are cited in this
chapter), two summer school multi-author texts [22, 23], and now a single-author
textbook [24]. Our review of formal TD-DFT roughly follows Ref. [24] pp. 50–58
which the reader may wish to consult for further details. Ourcomments about the
Frenkel-Dirac variational principle and TD-DFAs comes from our own synthesis of
the subject.

A great deal of effort has been put into making formal TD-DFT as rigorous as
possible and firming up the formal underpinnings of TD-DFT remains an area of
active research. At the present time, formal TD-DFT is basedupon two theorems,

2 “Jacob set out from Beersheba and went on his way towards Harran. He came to a certain place
and stopped there for the night, because the sun had set; and,taking one of the stones there, he
made it a pillow for his head and lay down to sleep. He dreamt that he saw a ladder, which rested
on the ground with its top reaching to heaven, and angles of God were going up and down it.” —
The Bible, Genesis 28:10-13



MBPT and TD-DFT 7

namely the Runge-Gross theorem [25] and the van Leeuwen theorem [26]. They
remind one of us (MEC) of some wise words from his thesis director (John E. Har-
riman) at the time of his (MEC’s) PhD studies: “Mathematicians always seem to
know more than they can prove.”3 The Runge-Gross and van Leeuwen theorems are
true for specific cases where they can be proven, but we believe them to hold more
generally and efforts continue to find more general proofs.

Runge-Gross theorem

This theorem states, with two caveats, that the time-dependent external potential
v(1) is determined up to an arbitrary function of time by the initial wavefunction
Ψ0 =Ψ(t0) at some timet0 and by the time-dependent charge densityρ(1). Here we
have enriched our notation to include time,i = (i, ti) = (r i ,σi , ti). The statement that
the external potential is only determined up to an arbitraryfunction of time simply
means that the phase of the associated wave function is only determined up to a
spatially-constant time-dependent constant. This is because two external potentials
differing by an additive function of time ˜v(1) = v(1)+c(t1) lead to associated wave
functionsΨ̃(t) = e−iα(t)Ψ(t) wheredα(t)/dt = c(t). A consequence of the Runge-
Gross theorem is that expectation values of observablesÂ(t) are functionals of the
initial wavefunction and of the time-dependent charge density,

A[ρ ,Ψ0](t) = 〈Ψ [ρ ,Ψ0](t)|Â(t)|Ψ [ρ ,Ψ0](t)〉 . (5)

The proof of the theorem assumes (caveat 1) that the externalpotential is expandable
in a Taylor series in time in order to show that the time-dependent current density
determines the time-dependent external potential up to an additive function of time.
The proof then goes on to make a second assumption (caveat 2) that the external
potential goes to zero at larger at least as fast as 1/r in order to prove that the
time-dependent charge density determines the time-dependent current density.

van Leeuwen theorem

Given a system with an electron-electron interactionw(1,2), external potentialv(1),
and initial wavefunctionΨ0, and another system with the same time-dependent
charge densityρ(1), possibly different electron-electron interaction ˜w(1,2), and
initial wavefunctionΨ̃0, then the external potential of the second system ˜v(1) is
uniquely determined up to an additive function of time. Notice that we recover the
Runge-Gross theorem whenw(1,2) = w̃(1,2) andΨ0 = Ψ̃0. However the most in-
teresting result is perhaps when ˜w(1,2) = 0 because this corresponds to a Kohn-
Sham-like system of noninteracting electrons, showing us that the external potential
of such a system is unique and ultimately justifying the time-dependent Kohn-Sham

3 This is formalized in mathematical logic theory by Gödel’sincompleteness theorem which basi-
cally says that there are always more things that are true than can be proven to be true.
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equation,

ĥ[ρ ,Ψ0,Ψ̃0](1)ψi(1) = i
∂
∂ t

ψi(1) , (6)

where,
ĥ[ρ ,Ψ0,Ψ̃0](1) = t̂s+ v(1)+ vH[ρ ](1)+ vxc[ρ ,Ψ0,Ψ̃0](1) . (7)

The proof of the theorem assumes (caveat 1) that the externalpotential is expandable
in a Taylor series in timeand (caveat 2) that the charge density is expandable in a
Taylor series in time. Work on removing these caveats is ongoing [27, 28, 29, 30]
(Ref. [24] pp. 57–58 provides a brief, but dated, summary).

Frenkel-Dirac action

This is a powerful and wide-spread action principle used to derive time-dependent
equations within approximate formalisms. Making the action

A=

∫ t1

t0
〈Ψ(t ′)|i

∂
∂ t ′

− Ĥ(t ′)|Ψ(t ′)〉dt′ , (8)

stationary subject to the conditions thatδΨ (t0) = δΨ (t1) = 0 leads to the time-
dependent Schrödinger equationĤ(t)Ψ (t) = i∂Ψ(t)/∂ t. Runge and Gross initially
suggested thatA= A[ρ ,Ψ0] and used this to derive a more explicit formula for the
TD-DFT xc-potential as a functional derivative of an xc-action, however this led
to causality problems. A simple explanation and way around these contradictions
was presented by Vignale [31] who noted that, as the time-dependent Schrödinger
equation is a first-order partial differential equation in time, Ψ(t1) is determined
by Ψ(t0) so that, whileδΨ(t0) may be imposed,δΨ(t1) may not be imposed. The
proper Frenkel-Dirac-Vignale action principle is then,

δA= i〈Ψ (t1)|δΨ(t1)〉 . (9)

In many cases, the original Frenkel-Dirac action principlegives the same results as
the more sophisticated Frenkel-Dirac-Vignale action principle. Ref. [32] gives one
example of where this action principle has been used to derive an xc-potential within
a TD-DFA. Other solutions to the Dirac-Frenkel causality problem in TD-DFT may
also be found in the literature [33, 34, 35, 36, 37].

Time-dependent density-functional approximations (TD-DFAs)

As the exact TD-DFT xc-functional is unknown, it must be approximated. In most
cases, we can ignore the initial state dependences because we are treating a system
initially in its ground stationary state exposed to a time-dependent perturbation. This
is because, if the initial state is the ground stationary state, then according to the first
Hohenberg-Kohn theorem of conventional DFTΨ0 =Ψ0[ρ ] andΨ̃0 = Ψ̃0[ρ ].
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The simplest and most successful TD-DFA is the TD-DFT adiabatic approxi-
mation (AA) which states that the xc-potential reacts instantaneously and without
memory to any temporal change in the time-dependent density,

vAA
xc [ρ ](1) =

δExc[ρt1(1)]
δρt1(1)

(10)

The notation is a bit subtle here:ρt1(1) is ρ(1) = ρ(1, t1) at a fixed value of time,
meaning thatρt1(1) is uniquely a function of the space and spin coordinates albeit at
fixed timet1. The AA approximation has been remarkably successful and effectively
defines conventional TD-DFT.

Table 2 Jacobs ladder for memory functionals [14].

Quantum Chemical Heaven
TD-RDMTd γ(1,2, t)g, θi(t)h

TD-OEPc ψi(1)f

L-TD-DFTb fluid position and deformation tensor
TD-CDFTa ρ(1), j(1)e

TD-DFT ρ(1)
Hartree World

a TD current-density-functional theory.
b Lagrangian TD-DFT.
c TD optimized effective potential.
d TD reduced-density-matrix theory.
e The current density.
f TD occupied orbitals.
g TD reduced-density matrix.
h Natural orbital phases.

Going beyond the TD-DFT AA is subject of ongoing work. Defining new Jacob’s
ladders for TD-DFT may be helpful here. The first attempt to doso was the defini-
tion by one of us (MEC) of a “Jacob’s jungle gym” consisting ofparallel Jacob’s
ladders forExc, vxc(1), fxc(1,2) = δvxc(1)/δρ(2), etc. [3]. This permitted the use
of simultaneous use of different functionals on the different ladders on the grounds
that accurate lower derivatives did not necessarily mean accurate higher derivatives.
Of course, being able to use a consistent level of approximation across all ladders
could be important for some types of applications (e.g., those involving analytical
derivatives). With this in mind, the authors recently suggested a new Jacob’s ladder
for TD-DFT (Table 2).

2.3 Linear Response (LR-) TD-DFT

As originally formulated TD-DFT seems ideal for the calculation of nonlinear opti-
cal (NLO) properties from the dynamical response of the molecular dipole moment
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µ(t) to an applied electric fieldε(t) = ε cos(ωt),

∆ µ(t) =
∫

α(t − t ′)ε(t ′)dt′+HOT, (11)

using real-time numerical integration of the TD Kohn-Sham equation, but it may
also be used to calculate electronic absorption spectra. This subsection explains how.

In Eq. (12) “HOT” stands for “higher-order terms” and the quantity α is the
dynamic dipole polarizability. After Fourier transform, Eq. (12) becomes,

∆ µ(ω) = α(ω)ε(ω)+HOT, (12)

If the applied field is suffiently small then we are in the LR regime where we may
neglect the HOT and calculate the dipole polarizability asαi, j(ω) = ∆ µi(ω)/ε j(ω).
Electrical absorption spectra may be calculated from this because of the sum-over-
states theorem in optical physics,

α(ω) = ∑
I 6=0

fI
ω2

I −ω2
, (13)

whereα = (1/3)(αxx+αyy+αzz). Here

ωI = EI −E0 , (14)

is the excitation energy4 and

fI =
2
3

ωI |〈0|r |I〉|2 (15)

is the corresponding oscillator strength. This sum-over-states theorem makes good
physical sense because we expect the response of the charge density and dipole
moment to become infinite (i.e., to jump suddenly) when the photon frequency cor-
responds to an electronic excitation energy. Usually in real-time TD-DFT programs,
the spectral function is calculated as,

S(ω) =
2ω
π

ℑα(ω + iη) , (16)

which generates a Lorentzian broadened spectrum with broadening controlled by
theη parameter. The connection with the experimentally observed molar extinction
coefficient as a function ofν = ω/(2π) is,

ε(ν) =
πNAe2

mec(4πε0) ln(10)
S(2πν) , (17)

in SI units.

4 Remember that̄h= 1 in the atomic units used here.
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So far this is fine for calculating spectra, but not for assigning and studying indi-
vidual states. For that, it is better to take another approach using the susceptibility,

χ(1,2) =
δρ(1)

δvappl(2)
, (18)

which describes the response of the density to the applied pertubationvappl,

δρ(1) =
∫

χ(1,2)δvappl(2)d2. (19)

The response of the density of the Kohn-Sham fictitious system of noninteracting
electrons is identical but the potential is now the Kohn-Sham single-particle poten-
tial,

δρ(1) =
∫

χs(1,2)δvs(2)d2. (20)

In contrast to the interacting susceptibility of Eq. (18), the noninteracting suscepti-
bility,

χs(1,2) =
δρ(1)
δvs(2)

, (21)

is known exactly from MBPT. Of course the effective potential is the sum of the
applied potential and the potential due to the response of the self-consistent field,
vHxc,

δvs(1) = δvappl(1)+
∫

fHxc(1,2)δρ(2)d2, (22)

where fHxc(1,2) = δvHxc(1)/δρ(2) is the functional derivative of the Hartree plus
exchange-correlation self-consistent field. Manipulating these equations is facili-
tated by a matrix representation in which the integration isinterpreted as a sum over
a continuous index. Thus,

δρρρ = χχχδvvvappl = χχχs

(

δvvvappl+ fff Hxcδρρρ
)

, (23)

is easily manipulated to give a Bethe-Salpeter-like equation (Sec. 3),

χχχ = χχχs+ χχχs fff Hxcχχχ , (24)

or, written out more explicitly,

χ(1,4) = χs(1,4)+
∫

χs(1,2) fHxc(2,3)χ(3,4)d2d3. (25)

Equation (23) may be solved iteratively forδρρρ . Alternativelyδρρρ may be obtained
by solving,

(

χχχ−1
s − fff Hxc

)

δρρρ = δvvvappl , (26)
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which typically involves iterative Krylov space techniques because of the large size
of the matrices involved.

This last equation may be manipulated to make the most commonform of LR-
TD-DFT used in quantum chemistry [38]5. This is a pseudoeigenvalue problem,

[

A(ω) B(ω)
B∗(ω) A∗(ω)

](

X
Y

)

= ω
[

111 000
000 −111

](

X
Y

)

, (27)

where,

Aia, jb(ω) = δi, jδa,bεa,i +(ia| fHxc(ω)| jb)

Bia,b j(ω) = (ia| fHxc(ω)|b j) . (28)

Here,

(pq| f |rs) =
∫ ∫

ψ∗
p(1)ψq(1) f (1,2)ψ∗

r (2)ψs(2)d1d2, (29)

is a two electron integral in Mulliken “charge-cloud” notation over the kernelf
which may either be the Hartree kernel [fH(1,2) = δσ1,σ2/r12] or the xc-kernel or
the sum of the two (Hxc). The index notation isi, j, ... for occupied spin-orbitals,
a,b, ... for virtual spin-orbitals andp,q, ... for unspecified spin-orbitals (either occu-
pied or unoccupied)6. Also we have introduced the compact notation,

εrs··· ,uv··· = (εr + εs+ · · ·)− (εu+ εv+ · · ·) . (30)

Equation (28) has paired excitation and de-excitation solutions. Its eigenvalues are
(de-)excitation energies the vectorsX andY provide information about transition
moments. In particular the oscillator strength, of the transition with excitation en-
ergy ωI may be calculated fromXI andYI . [38] When the adiabatic approxima-
tion (AA) to the xc-kernel is made, theA andB matrices become independent of
frequency. As a consequence, the number of solutions is equal to the number of 1-
electron excitations, albeit dressed to include electron correlation effects. Allowing
theA andB matrices to have a frequency dependence allows the explicitinclusion
of 2-electron (and higher) excited states.

The easiest way to understand what is missing in the AA is within the so-called
Tamm-Dancoff approximation (TDA). The usual AA TDA equation,

AX = ωX , (31)

is restricted to single excitations. The configuration interaction (CI) equation [39],

(H −E0111)C = ωC , (32)

5 This equation is not infrequently called the “Casida equation” in the TD-DFT literature (e.g., as
in Ref. [24] pp. 145–153.)
6 Sometimes we call this the FORTRAN index convention in reference to the default variable
names for integers in that computer language
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which includes all excitations of the system, can be put intothe form of Eq. (31), but
with a frequency-dependentA(ω) matrix. This can be simply done by partitioning
the full CI Hamiltonian into a singles excitations part (A1,1) and multiple-excitations
part (A2+,2+) as,

[

ACI
1,1 ACI

1,2+
ACI

2+,1 ACI
2+,2+

](

C1

C2+

)

= ω
(

C1

C2+

)

, (33)

provided we can ignore any coupling between the ground stateand excited states.
Applying the standard Löwdin-Feshbach partitioning technique to Eq. (33) [40], we
obtain

[

ACI
1,1+ACI

1,2+

(

ω1112+,2+−ACI
2+,2+

)−1
ACI

2+,1

]

C1 = ωC1 , (34)

in which it is clearly seen that multiple-excitation statesarise from a frequency-
dependent term missing in the AA xc-kernel [39].

In the remainder of this chapter, we will first show how MBPT may be used to
derive expressions for theACI

1,2+, ACI
2+,1, andACI

2+,2+ blocks and show how this may
be used in the form of dressed TD-DFT to correct the AA. Then wewill discuss
localization of the terms beyond the AA in order to obtain some insight into the
analytic behavior of the xc-kernel.

3 Many-Body Perturbation Theory (MBPT)

This section elaborates on the polarization propagator (PP) approach. As the PP
was originally inspired by the Bethe-Salpeter equation (BSE) and as the BSE often
crops up in articles from the solid-state physics communitywhich are concerned
with both TD-DFT and MBPT [41, 42, 43, 44, 45, 46, 47], we will try to make the
connection between the PP and BSE approaches as clear as possible. Although the
two MBPT approaches are formally equivalent, differences emerge because the BSE
approach emphasizes the time representation while the PP approach emphasizes the
frequency representation. This can and typically does leadto different approxima-
tions. In particular it seems to be easier to derive pole structure-conserving approx-
imations needed for treating 2-electron and higher excitations in the frequency rep-
resentation than in the time representation. This and priorexperience with the PP
approach in the quantum chemistry community [48, 49, 50, 51,52, 53] have lead us
to favor the PP approach. We shall make extensive use of diagrams in order to give
an overview of our manipulations. Whenever possible, more elaborate mathematical
manipulations will be relegated to the appendix.
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3.1 Green’s Functions

Perhaps the most common and arguably the most basic quantityin MBPT is the
1-electron Green’s function defined by,

iG(1,2) = 〈0|T {ψ̂H(1)ψ̂†
H(2)}|0〉 . (35)

Here, the subscriptH indicates that the field operators are understood to be in the
Heisenberg representation. AlsoT is the usual time-ordering operator, which in-
cludes anticommutation in our case (i.e., for fermions),

T {ψ̂H(1)ψ̂†
H(2)} = θ (t1− t2)ψ̂H(1)ψ̂†

H(2)

− θ (t2− t1)ψ̂†
H(2)ψ̂H(1) . (36)

The 2-electron Green’s function is (see p. 116 of Ref. [54]),

G(1,2;3,4) = (−i)2〈0|T {ψ̂H(1)ψ̂H(2)ψ̂†
H(4)ψ̂

†
H(3)}|0〉 . (37)

The usual MBPT approach to evaluating the susceptibility,χ , uses the fact that it
is the retarded form,

iχ(1,2) = θ (t1− t2)〈0|[ρ̃H(1), ρ̃H(2)]|0〉 , (38)

of the time-ordered correlation function,

iχ(1,2) = 〈0|T {ρ̃H(1)ρ̃H(2)}|0〉 , (39)

where,
ρ̃H(1) = ψ̂†

H(1)ψ̂H(1)−〈0|ψ̂†
H(1)ψ̂H(1)|0〉 , (40)

is the density fluctuation operator. (See for example Ref. [54] pp. 172-175 and p.
151.)

We will also need several generalizations of the susceptibility and the density
fluctuation operator. The first is the particle-hole (ph) propagator [52], which we
chose to write as,

iL(1,2;3,4) = 〈0|T {γ̃(1,2)γ̃(4,3)}|0〉 , (41)

where,
γ̃(1,2) = ψ̂†

H(2)ψ̂H(1)−〈0|T {ψ̂†
H(2)ψ̂H(1)}|0〉 , (42)

is a sort of density matrix fluctuation operator (or would be if we constrainedt1 = t2
andt3 = t4). Notice that the ph-propagator is a four-time quantity.

[It may be useful to try to placeL in the context of other 2-electron propagators:
The particle-hole response function, [52]

R(1,2;3,4) = G(1,2;3,4)−G(1,3)G(2,4) . (43)



MBPT and TD-DFT 15

ThenL is related toRby the relation,

L(1,2;3,4) = iR(1,4;2,3) .] (44)

We will also need the polarization propagator (PP) which is the two-time quan-
tity,

Π(1,2;3,4;t− t ′) = L(1t,2t;3t ′,4t ′) . (45)

Written out explicitly,

iΠ(1,2;3,4;t − t ′)

= 〈0|T {ψ̂†
H(2t+)ψ̂H(1t)ψ̂†

H(3t ′+)ψ̂H(4t ′)}|0〉

− 〈0|T {ψ̂†
H(2t+)ψ̂H(1t)}|0〉〈0|T {ψ̂†

H(3t ′+)ψ̂H(4t ′)}|0〉 . (46)

[The second term is often dropped in the definition of the PP. It is there to remove
ω = 0 excitations in the Lehmann representation. (See for example pp. 559-560
of Ref. [54].)] The retarded version of the PP is the susceptibility describing the
response of the 1-electron density matrix,

γ(1,2;t) = 〈0|ψ̂†(2t)ψ̂(1t)|0〉 , (47)

to a general (not necessarily local) applied perturbation,

Π(1,2;3,4;t− t ′) =
δγ(1,2;t)

δwappl(3,4;t ′)
, (48)

which is a convolution. After Fourier transform,

δγ(1,2;ω) =

∫

Π(1,2;3,4;ω)δwappl(3,4;ω)d3d4, (49)

or,
δγγγ(ω) = ΠΠΠ(ω)δwwwappl(ω) , (50)

in matrix form.

3.2 Diagram Rules

The representation of MBPT expansions in terms of diagrams is very convenient
for bookkeeping purposes. Indeed certain ideas such as the linked-cluster theorem
[55] or the concept of a ladder approximation (see e.g., Ref.[54] p. 136) are most
naturally expressed in terms of diagrams. Also diagrams drawn according to system-
atic rules allow an easy way to check algebraic expressions.This is how we have
used diagrams in our research. However we introduce diagrams here for a different
reason, namely because they provide a concise way to explainour work.
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Several types of MBPT diagrams exist in the literature. These divide into four
main classes which we call Feynman, Abrikosov, Goldstone, and Hugenholtz. Such
diagrams can be distinguished by whether they are time-ordered (Goldstone and
Hugenholtz) or not (Feynman and Abrikosov) and by whether they treat the elec-
tron repulsion interaction as a wavy or dotted line with an incoming and an outgoing
arrow at each end (Feynman and Goldstone) or in a symmetrizedway as a point with
two incoming and two outgoing arrows (Abrikosov and Hugenholtz). These differ-
ences affect how they are to be translated into algebraic expressions as does the na-
ture of the quantity being expanded (wave function, one-electron Green’s function,
self-energy, polarization propagator, etc.) Given this plethora of types of diagrams
and the difficulty of finding a clear explanation of how to readpolarization propaga-
tor diagrams, we have chosen to present rules for how our diagrams should be trans-
lated into algebraic expressions. This is perhaps especially necessary because while
the usual practice in the solid-state literature is to use time-unordered diagrams with
electron repulsions represented as wavy or dotted lines (i.e., Feynman diagrams),
while the usual practice in the quantum chemistry literature of using time-ordered
diagrams with electron repulsions represented as points (i.e., Hugenholtz diagrams).

Πsr,qp(t, t
′) = θ(t − t′) +θ(t − t′ )

r s

p q r s

p q

Fig. 2 Basic time-ordered finite basis set representation PP diagram.

We will limit ourselves to giving precise rules for the polarization propagator
(PP) since these rules are difficult to find in the literature.The PP expressed in an
orbital basis is,

Π(1,2,3,4;t − t ′) = ∑
pqrs

Πsr,qp(t − t ′)ψr(1)ψ∗
s (2)ψ

∗
q(3)ψp(4) , (51)

where,

Πsr,qp(t − t ′) = −iθ (t − t ′)〈0|r̂†
H(t)ŝH(t)q̂

†
H(t

′)p̂H(t
′)|0〉

− iθ (t ′− t)〈0|q̂†
H(t

′)p̂H(t
′)r̂†

H(t)ŝH(t)|0〉 .

(52)

This makes it clear that the PP is a two time particle-hole propagator which either
propagates forward in time or backward in time. To representit we introduce the
following rules:

(1)Time increases vertically from bottom to top. This is in contrast to a common
convention in the solid-state literature where time increases horizontally from
right to left.
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(2)A PP is a two time quantity. Each of these two times is indicated by a horizontal
dotted line. This is one type of “event” (representing the creation/destruction of
an excitation).

(3)Time-ordered diagrams use directed lines (arrows). Down-going arrows corre-
spond to holes running backward in time, that is, to occupiedorbitals. Up-going
arrows correspond to particles running forward in time, that is, unoccupied or-
bitals.

At this point, the PP diagrams look something like Fig. 2. Fourier transforming leads
us to the representation shown in Fig. 3. An additional rule has been introduced:

(4)A downwardω arrow on the left indicates forward ph-propagation. An upward
ω arrow on the right indicates backward ph-propagation.

Diagrams for the corresponding position space representation are shown in Fig. 4.
Usually the labels (p, q, r, ands or 1, 2, 3, and 4) are suppressed. If theω arrows
are also suppressed then there is no information about time-ordering and both dia-
grams may be then written as a single time-unordered diagramas in Fig. 5. Typical
Feynman diagrams are unordered in time.

Πsr,qp(ω) = +

r s

p q

ω

r s

p q

ω

Fig. 3 Basic frequency and finite basis set representation PP diagram.

Π(1, 2; 3, 4;ω) = +

1 2

4 3

ω

1 2

4 3

ω

Fig. 4 Basic frequency and real space representation PP diagram.

Π(ω) =

Fig. 5 Time-unordered representation PP diagram.
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Perturbation theory introduces certain denominators in the algebraic expressions
corresponding to the diagrams. These may be represented as cuts between events.

(5)Each horizontal cut between events contributes a factor(±ω +∑p εp−∑h εh)
−1,

where∑p (∑h) stands for the sum over all particle (hole) lines that are cut. The
omega line only appears in the sum if it is also cut. It enters with a+ sign if it is
directed upwards and with a− sign if it is directed downwards.

(6)There is also an overall sign given by the formula(−1)h+l , whereh is the number
of hole lines andl is the number of closed loops, including the horizontal dotted
event lines but ignoring theω lines.

Diagrams are shown for the independent particle approximation in Fig. 6. The first
diagram reads,

Πai,ai(ω) =
1

ω + εi − εa
. (53)

The second diagram reads,

Πia,ia(ω) =
1

−ω + εi − εa
=

−1
ω + εa− εi

. (54)

These two equations are often condensed in the literature as,

Πpq,rs(ω) = δp,rδq,s
nq−np

ω + εq− εp
. (55)

Let us now introduce one-electron perturbations in the formof M circles.

Πsr,qp(ω) = +i aω i aω

Fig. 6 Zero-order PP diagrams.

(7)Each M circle in a diagram contributes a factor of〈p|M̂xc|q〉, wherep is an in-
coming arrow andq is an outgoing arrow and̂Mxc is “xc-mass operator” which
is the difference between the Hartree-Fock exchange self-energy and the xc-
potential [Eq. (67)]. (Thus〈in|M̂xc|out〉.) For example, the term corresponding to
Fig. 7 (b) contains a factor of〈a|M̂xc|c〉, while the term corresponding to Fig. 7
(f) contains a factor of〈k|M̂xc|i〉. This is a second type of “event” (representing
“collision” with the quantityMxc).

For example, the term corresponding to Fig. 7 (j) is,

Πck,cb(ω) =
〈k|M̂xc|b〉

(ω − εk+ εc)(εk− εb)
. (56)
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Fig. 7 First-order time-ordered diagrams Hugenholtz forΠΠΠ(ω)−ΠΠΠs(ω) (vide infra). Diagrams
(a)–(i) involve coupling between the particle-hole space,diagrams (g), (h), (m), and (n) involve
coupling between particle-hole space and particle-particle, and diagrams (i)–(l) couple the particle-
hole space with the hole-hole space.

Fig. 8 Electron repulsion integral diagrams.
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This brings us to the slightly more difficult treatment of electron repulsions.

(6)When electron repulsion integrals are represented by dotted lines (Feynman and
Goldstone diagrams), each end of the line corresponds to thelabels correspond-
ing to the same spatial point. The dotted line representation may be condensed
into points (Abrikosov and Hugenholtz diagrams) as in Fig. 8. A point with two
incoming arrows, labeledr ands, and two outgoing arrows, labeledp andq con-
tributes a factor of(rs||pq) = (rp| fH |sq)− (rq| fH |sp). (Thus(in, in||out,out) =
(left in, right in|left in, right in)−(left in, right in|left in, right in). The minus sign
is not part of the diagram as it is taken into account by other rules.) The integral
notation is established in Eq. (29) and the integral,

(pq||rs) =
∫

ψ∗
p(1)ψ

∗
r (2)

1
r12

(1−P12)ψq(1)ψs(2)d1d2. (57)

(7)To determine the number of loops and hence the overall sign of a diagram in
which electron repulsion integrals are expanded as dots, then write each dot as a
dotted line (it does not matter which one of the two in Fig. 8 ischosen) and apply
rule (6). The order of indices in each integral(rs||pq) should correspond to the
expanded diagrams. (When Goldstone diagrams are interpreted in this way, we
call them Brandow diagrams.)

(8)An additional factor of 1/2 must be added for each pair of equivalent lines. These
are directed lines whose interchange, in the absence of further labeling, leaves the
Hugenholtz diagram unchanged.

For example, the term corresponding to Fig. 7 (a) is,

Πck,ai(ω) = −
(ka||ic)

(−ω + εk− εc)(−ω + εi − εa)

=
(ak||ic)

(−ω + εk− εc)(−ω + εi − εa)
. (58)

Additional information about Hugenholtz and other diagrams may be found, for
example, in Ref. [56].

3.3 Dyson’s equation and the Bethe-Salpeter equation (BSE)

Two of the most basic equations of diagrammatic MBPT are Dyson’s equation for
the 1-electron Green’s function and the BSE for the ph-propagator. Both require
the choice of a zero-order picture which we take here to be theexact or approxi-
mate Kohn-Sham system of noninteracting electrons. We willdenote the zero-order
quantities by the subscripts (for single particle).

Dyson’s equation relates the true 1-electron Green’s function GGG to the zero-order
Green’s functionGGGs via the (proper) self-energyΣΣΣ ,
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Fig. 9 Time-unordered (Feynman and Abrikosov) 1-electron Green’s function diagrams: (a)
Dyson’s equation, (b) second-order self-energy quantum chemistry approximation, (c)GW self-
energy solid-state physics approximation.

G(1,2) = Gs(1,2)+
∫

Gs(1,3)Σ(3,4)G(4,2)d3d4, (59)

or more concisely,
GGG= Gs+GGGsΣΣΣGGG. (60)

This is shown diagrammatically in Fig. 9. It is to be emphasized that these diagrams
areunordered in time as it is not possible to write a Dyson equationfor time-ordered
diagrams. Also shown in Fig. 9 are typical low-order self-energy approximations.
Typical quantum chemistry approximations (b) involve explicit antisymmetrization
of electron-repulsion integrals while solid-state physics approximations (c) empha-
size dynamical screening. Each approach has its strength and its weaknesses and so
far the two approaches have defied any rigorous attempts at merger.

The BSE is “Dyson’s equation” for the ph-propagator,

L(1,2;7,8) = Ls(1,2;7,8)

+
∫

Ls(1,2;3,4)ΞHxc(3,4;5,6)L(5,6;7,8)d3d4d5d6, (61)

or
LLL = LLLs+LLLsΞΞΞHxcLLL , (62)

in matrix notation. Here

iLs(1,2;3,4) = Gs(1,4)Gs(2,3) , (63)
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Fig. 10 Time-unordered (Feynman and Abrikosov) ph-propagator diagrams: (a) BSE, (b) second-
order self-energy quantum chemistry approximation, (c)GW self-energy solid-state physics ap-
proximation. Note in part (c) that the solid-state physics literature will often turn thev and w
wiggly lines at right angles to each other to indicate the same thing that we have indicated here by
adding tab lines.

is the ph-propagator for the zero-order picture (in our case, the exact or approximate
Kohn-Sham fictitious system of noninteracting electrons),and the 4-point quantity,
ΞΞΞHxc, may be deduced from a Feynman diagram expansion as the proper part of
the ph-response function “self-energy”. This is shown diagrammatically in Fig. 10.
Again the quantum chemical approximations emphasize antisymetrization of the
electron repulsion integrals which is needed for proper inclusion of double exci-
tations while solid-state physics emphasizes use of a screened interaction. While
no rigorous way is yet known for combining screening and antisymmetrization, an
interesting pragmatic suggestion may be found in Ref. [57].

3.4 Superoperator equation-of-motion (EOM) polarization
propagator (PP) approach

We will now specialize to the PP and show how to obtain a “Casida-like” equation
for excitation energies and transition moments. This will not yet give us correction
terms to AA LR-TD-DFT but it will give us some important toolsto help us build
correction terms. The basic idea in this section is to take the exact or approximate
Kohn-Sham system of independent electrons as the zero-order picture,

Ĥ(0) = ĥKS, (64)
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to add the perturbation,
Ĥ(1) = V̂ + M̂xc. (65)

and to do MBPT. HerêV is the fluctuation operator,

V̂ =
1
4 ∑

pqrs
(pq||rs)p̂†r̂†ŝq̂−∑

pqr
(pr||rq)p̂†q̂, (66)

M̂xc = ∑
pq
(p|Σ̂HF

x − v̂xc|q)p̂
†q̂, (67)

andΣ̂HF
x is the HF exchange operator defined in terms of the occupied Kohn-Sham

orbitals and the integral of Eq. 57.Heuristicallythis will give us a series of diagrams
which we must resum to have the proper analytic structure of the exact PP so we
can take advantage of this analytic structure to produce thedesired “Casida-like”
equation.Rigorouslywe actually first begin with some exact equations in the super-
operator equation-of-motion (EOM) formalism to deduce theanalytic structure of
the PP. This exact structure is then developed in a perturbation expansion so that we
can perform an order analysis of each of the terms entering into basic “Casida-like”
equation. As we shall see, not every diagram is generated by this procedure, either
because they are not needed or because of approximations which we have chosen to
make.

Our MBPT expansions are in terms of the bare electron repulsion [or more
exactly the “fluctuation potential” Eq. (66)], rather than the screened interaction
used in solid-state physics [41, 47]. The main advantage of working with the
bare interaction is a balanced treatment of direct and exchange diagrams, which
is especially important for treating two- and higher-electron excitations. While we
will automatically include what the solid state community refers to as vertex ef-
fects, the disadvantage of our approach is that it is likely to break down in solids
when screening becomes important. The specific approach we will take is the now
well-established second-order polarization propagator approximation (SOPPA) of
Nielsen, Jørgensen, and Oddershede [48, 49, 50, 51]. The usual presentation of
the SOPPA approach is based upon the superoperator equation-of-motion (EOM)
approach previously used by one of us [58]. However the SOPPAapproach is
very similar in many ways to the second-order algebraic diagrammatic construction
[ADC(2)] approach of Schirmer [52, 53] and we will not hesitate to refer to this ap-
proach as needed (particularly with regard to the inclusionof various diagrammatic
contributions.) The only thing really new here is the changefrom a Hartree-Fock
to a Kohn-Sham zero-order picture and the concomitant inclusion of (many) addi-
tional terms. Nevertheless it will be seen that the final working expressions are fairly
compact.

Before going into the details of the superoperator EOM approach, let us antic-
ipate some of the results by looking at some of the diagrams which emerge from
this analysis. We have seen [Eq. (45)] that the PP is just the restriction of the ph-
propagator to two, rather than four, times. Thus heuristically it suffices to take the
ph-propagator diagrams, fix two times, and then take all possible time orderings.
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M M

Fig. 11 Topologically different first-order time-unordered Abrikosov diagrams for the PP.

Defining order as the order in the number of timesV̂ and/orM̂xc appear, then all
of the time-unordered first-order terms are shown in Fig. 11.Fixing two times and
restricting ourselves to an exchange-only theory gives the14 time-ordered diagrams
shown in Fig. 7. As we shall see below in a very precise mathematical way, dangling
parts below or above the horizontal dotted lines correspondrespectively to Hugen-
holtz diagrams for initial-time and final-time perturbed wavefunctions. (Two other
first-order Goldstone diagrams are found in Ref. [52] with the electron repulsion
dot above or below the two dotted lines, however a more detailed analysis shows
that these terms neatly cancel out in the final analysis.) Thearea between the dotted
lines corresponds to time propagation. In this case, there are only one-hole/one-
particle excitations between the two horizontal dotted lines. Our final results are
in perfect agreement with diagrams appearing in the exact exchange (EXX) theory
as obtained by Hirataet al. [59] which are equivalent to the more condensed form
given by Görling [60].

Fig. 12 Second-order time-unordered Abrikosov PP diagrams. Not all of the time-ordered Hugen-
holtz diagrams are generated by our procedure—only about 140 Hugenholtz diagrams.
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Figure 12 shows all 13 second-order time-unordered diagrams. While this may
not seem like very many, our procedure generates about 140 time-ordered Hugen-
holtz diagrams (and even more Feynman diagrams). A typical time-ordered Hugen-
holtz diagram is shown in Fig. 13. The corresponding equation,

Πdiag
sr,qp(ω) = ∑

a,b,c,i,k,l

(pq||ba)(kl||rs)
εik,bc(ω − εik,ca)εil ,ac

, (68)

shows that this diagrams has poles at the double excitationsεik,ca. Thus we see that
the polarization propagator does have poles at double excitations, but we are not
really ready to do calculations yet. There are two main reasons: (i) we need a more
sophisticated formalism which will allow the single and double excitations to mix
with each other and (ii) we would like a (pseudo)eigenvalue equation to solve. Thus
we still have to do quite a bit more work to arrive at a “Casida-like” equation with
explicit double excitations, but the basic idea is already present in what we have
done so far.

Fig. 13 An example of a second-order time-ordered Hugenholtz PP diagrams.

To do so, it is first convenient to express the PP in a molecularorbital basis as,

Π(1,2,3,4;t− t ′) =

∑
pqrs

Πsr,qp(t − t ′)ψr(1)ψ∗
s (2)ψ∗

q(3)ψp(4) , (69)

where

−Πsr,qp(t − t ′) = iθ (t − t ′)〈0|r̂†
H(t)ŝH(t)q̂

†
H(t

′)p̂H(t
′)|0〉

+ iθ (t ′− t)〈0|q̂†
H(t

′)p̂H(t
′)r̂†

H(t)ŝH(t)|0〉 . (70)
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As explained in Ref. [54], this change of convention with respect to that of Eq. (46)
turns out to be more convenient. Also note that, since the PP depends only upon the
time difference,t− t ′, we can shift the origin of the time-scale so thatt ′ = 0 without
lose of generality.

Equation (70) can be more easily manipulated by making use ofthe superoper-
ator formalism. A (Liouville-space) superoperatorX̆ is defined by its action on an
(Hilbert-space) operator̂A as

X̆Â= [X̂, Â] = X̂Â− ÂX̂ . (71)

When X̆ is the Hamiltonian operator,̆H, one often speaks of the Liouvillian. An
exception is the identity superoperator,1̆, whose action is simply given by,

1̆Â= Â. (72)

The Heisenberg form of orbital creation and annihilation operators is easily ex-
pressed in terms of the Liouvillian superoperator,

p̂H(t) = eiĤt p̂e−iĤt = eiH̆t p̂. (73)

Then

−Πsr,qp(t) = iθ (t)〈0|
[

eiH̆t (r̂†ŝ
)

]

q̂†p̂|0〉

+ iθ (−t)〈0|q̂†p̂
[

eiH̆t (r̂†ŝ
)

]

|0〉 (74)

Taking the Fourier transform [with appropriate convergence factors (not shown)]
gives,

−Πsr,qp(ω) = (p̂†q̂|(ω 1̆+ H̆)−1|r̂†ŝ) , (75)

where we have introduced the superoperator metric7,

(Â|X̆|B̂) = 〈0|[Â†, [X̂, B̂]]|0〉 . (76)

[It may be useful to note that,

−Πsr,qp(ω) = Πrs,pq(ω) , (77)

follows as an easy consequence of the above definitions. Moreover since we typi-
cally use real orbitals and a finite basis set, the PP is a real symmetric matrix. This
allows us to simply identifyΠ as the superoperator resolvant,

Πpq,rs(ω) = (p̂†q̂|(ω 1̆+ H̆)−1|r̂†ŝ) .] (78)

7 Technically this is not a metric, because the overlap matrixis symplectic rather than positive
definite. Howevever we will call it a metric as it can be used inmuch the same way as a true
metric.
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Since matrix elements of a resolvant superoperator are harder to manipulate than
resolvants of a superoperator matrix, we will transform Eq.(75) into the later form
by introducing a complete set of excitation operators. The complete set

{T†}= {T†
1 ; T†

2 ; ...}= {â†î , î†â ; â†î b̂† ĵ , î†â ĵ†b̂ ; ...} , (79)

leads to the resolution of the identity (RI),

1̆= |T†)(T†|T†)−1(T†| . (80)

We have defined the operator space differently from the previous work of one of
us [38] to be more consistent with the literature on the field of PP calculations. The
difference is actually the commutation of two operators which introduces one sign
change. Insertion into Eq. (75) and use of the relation,

(T†|(ω 1̆+ H̆)−1|T†) = (T†|T†)(T†|ω 1̆+ H̆|T†)−1(T†|T†) (81)

then gives,

−Πsr,qp(ω) = (p̂†q̂|T†)(T†|ω 1̆+ H̆|T†)−1(T†|r̂†ŝ) . (82)

This shows us the analytical form of the exact polarization propagator.
The corresponding “Casida-like” pseudoeigenvalue equation is,

(TTT†|H̆|TTT†)ZI = ωI (TTT
†|TTT†)Z I , (83)

with normalization,
Z†

I (TTT
†|TTT†)ZJ = δI ,J . (84)

Let us also seek a sum-over-states expression for the polarization propagator.
Spectral expansion tells us that,

ΓΓΓ (ω) = ω(TTT†|TTT†)+ (TTT†|H̆|TTT†) = ∑
I
(TTT†|TTT†)Z I (ω +ωI )Z†

I (TTT
†|TTT†) , (85)

and,
ΓΓΓ −1(ω) =

[

ω(TTT†|TTT†)+ (TTT†|H̆|TTT†)
]−1

= ∑
I

ZI (ω +ωI)
−1Z†

I . (86)

So Eq. (82) reads,

−Πsr,qp(ω) = ∑
I
(p̂†q̂|T†)Z I (ω +ωI)

−1Z†
I (T

†|r̂†ŝ) . (87)

This means that the PP has poles given at the pseudoeigenvalues of Eq. (83) and that
the eigenvectors may be used to calculate oscillator strengths via Eq. (87).

As the “Casida-like” equation [Eq. (83)] is so important, let us rewrite it as,
[

AAA BBB
BBB∗ AAA∗

](

X
Y

)

= ω
[

SSSA,A SSSA,B

SSSB,A SSSB,B

](

X
Y

)

, (88)
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which is roughly,
[

AAA BBB
BBB∗ AAA∗

](

X
Y

)

= ω
[

111 000
000 −111

](

X
Y

)

, (89)

TheAAA andBBB matrices, as well as theX andY partition according to whether they
refer to one-electron excitations or two-electron excitations. In the Tamm-Dancoff
approximation theBBB matrices are neglected so we can write,

[

AAA(0+1+2)
1,1 AAA(1)

1,2

AAA(1)
2,1 AAA2,2

]

(

C1

C2

)

= ω
(

C1

C2

)

(90)

HereX has been replaced byC as is traditional and to reflect the normalization
C†C = 1.

The superscripts in Eq. (91) reflect a somewhat difficult order analysis which is
carried out in the Appendix. This analysis consists of expanding the polarization
propagator algebraically and then matching each term to a set of diagrams to see
what order of each EOM matrix is needed to get a given order of polarization prop-
agator.

The result in the case of theAAA matrices is,
(

AAA(0+1+2)
1,1

)

kc,ia
= δi,kF

(0+1+2)
a,c − δa,cF

(0+1+2)
i,k +(ai||kc)

(

AAA(1)
2,1

)

kc, jbia
= −δi,k(bc||a j)+ δ j ,k(bc||ai)

− δb,c(ai||k j)+ δk, j(bi||k j)
(

AAA(0)
2,2

)

ldkc, jbia
= δi,kδc,aδd,bεab,i j , (91)

whereF (0+1)
r,s = δr,sεr +Mxc

r,s is the matrix of the Hartree-Fock operator constructed
with Kohn-Sham orbitals and

F (0+1+2)
a,c = F (0+1)

a,c +∑
l

Ml ,aMl ,c

εl ,a

−
1
2 ∑

l ,m,d

(ld||mc)(dl||am)
εlm,ad

F (0+1+2)
i,k = F (0+1)

i,k +∑
d

Mk,dMd,i

εi,d

−
1
2 ∑

l ,d,e

(le||kd)(dl||ei)
εim,de

, (92)

include second-order corrections. (Note that extra factors of 1/2 will occur in these
expressions when spin is taken explicitly into account.) Inpractice a zero-order
approximation toAAA2,2 is insufficient and we must use an expression correct through
first order,
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(

AAA(0+1)
2,2

)

aib j,ckdl
= δi,kδ j ,l

(

δa,cF
(0+1)
b,d + δb,dF (0+1)

a,c

)

− δa,cδb,d

(

δ j ,l F
(0+1)
i,k − δi,kF

(0+1)
d,l

)

− δa,c fi, j ,k,l (b,d)− δb,d fi, j ,k,l (a,c)+ δa,d fi, j ,k,l (b,c)+ δb,c fi, j ,k,l (a,d)

− δa,cδb,d(k j||li)− δ j ,l δk,i(ad||bc) , (93)

where,

fi, j ,k,l (p,q) = δi,k(l j ||pq)+ δ j ,l (ki||pq)− δk, j(li ||pq)− δi,l(k j||pq) . (94)

We will refer to the resultant method as extended SOPPA/ADC(2). It is immedi-
ately seen that truncating to first order recovers the usual configuration interaction
singles (CIS) equations in a noncanonical basis set. We now have the essential tools
to proceed with the rest of this chapter.

4 Dressed LR-TD-DFT

We now give one answer to the problem raised in the introduction of how to include
explicit double excitations in LR-TD-DFT. This answer goesby the name dressed
LR-TD-DFT and consists of a hybrid MBPT/AA LR-TD-DFT method. We will first
give the basic idea and comment on some of the early developments. We will then
go into the practical details which are needed to make a useful implementation of
dressed LR-TD-DFT. Finally we will introduce the notion of Brillouin corrections
which are undoubtedly important for photochemistry.

4.1 Basic Idea

As emphasized in Sec. 2, simple counting arguments show thatthe AA limits LR-
TD-DFT to single excitations, albeit dressed to include some electron correlation.
However explicit double excitations are sometimes needed when describing ex-
cited states. This was discussed in the introduction in the context of photochemistry
(Fig. 1). It is well-known inab initio quantum chemistry that double excitations can
be important when describing vertical excitations and the best known example is
briefly discussed in the caption of Fig. 14.

At first this may seem a little perplexing because the fact that the oscillator
strength is the transition matrix element of a one-electronoperator [Eq. (15)] means
that the oscillator strength of a double excitation relative to a single-determinantal
ground-state wavefunction should be zero—that is, the doubly excited state should
be spectroscopically dark. What happens is easily explained by the two-level model
shown in Fig. 15 which is sufficient to give a first explanationof the butadiene case
for example. (In the butadiene case, the singly-excited state to be used is already
a mixture of two different one-hole/one-particle states.)Figure 15 shows a bright
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Fig. 14 Doubles contribution to the1Ag excited state of butadiene. Since the obvious two lowest
singly-excited singlets1(1bg,2bg) and1(1au,2au) are quasidegenerate in energy, they mix to form
new singly-excited singlets(1/

√

(2))[1(1bg,2bg)±
1 (1au,2au)]. One of these is quasidegenerate

with the doubly-excited singlet dark state1(1b2
g,2a2

u). The resultant mixing modifies the energy
and intensity of the observed1Ag excited state.

E

ωS

ωD

ωb

ωa

f

ωωS

1

ωD

f

ωωa

fa

fb

ωb.

Fig. 15 Two-level model used by Maitraet al. in theirheuristicderivation of dressed TDDFT. See
explanation in text.

singly-excited state with excitation energyωS and oscillator strengthfS = 1 inter-
acting with a dark doubly-excited state with excitation energy ωD and oscillator
strengthfD = 0 via a coupling matrix elementx. The CI problem is simply,

[

ωS x
x ωD

](

CS

CD

)

= ω
(

CS

CD

)

, (95)

which can be formally solved obtaining

ωS = ωacos2 θ +ωbsin2 θ
ωD = ωasin2 θ +ωbcos2 θ , (96)
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for some value ofθ . Notice that the average excitation energy is conserved in the
coupled problem (ωa+ωb = ωS+ωD) and that something similar occurs with the
oscillator strengths. This leads to the common interpretation that the coupling “shat-
ters the singly-excited peaks into two satellite peaks.”

Now let us see how this wavefunction theory compares with LR-TD-DFT and
how Maitraet al. [61] decided to combine the two into a hybrid method. Of course,
the proper comparison with CI is LR-TD-DFT within the TDA. Applying the parti-
tioning technique to Eq. (95), we obtain

(

ωS+
x2

ω −ωD

)

CS= ωCS. (97)

Comparing with the diagonal TDA LR-TD-DFT within the two-orbital model,

ω = εa,i +(ia| fHxc(ω)|ia) , (98)

shows that,

(ia| fHxc(ω)|ia) = (ωS− εa,i)+
x2

ω −ωD
. (99)

Maitraet al. [61] interpreted the first term as the adiabatic part,

f AA
Hxc = ωS− εa,i , (100)

and second term as the nonadiabatic correction,

f NA
Hxc(ω) =

x2

ω −ωD
. (101)

Additionally, it is easy to show that

x2 = ωSωD −ωaωb . (102)

which is the form of the numerator used by Maitraet al. [61]. The suggestion of
Maitra et al., which defines dressed LR-TD-DFT, is to calculate the nonadiabatic
correction terms [Eq. (101)] from MBPT [61]. Thusx andωD in Eq. (95) are to be
calculated using MBPT rather than using DFT.

4.2 Practical Details and Applications

Applications of dressed LR-TD-DFT to the butadiene and related problems have
proven to be very encouraging [61, 62, 63, 64]. Neverthelessseveral things were
missing in these seminal papers. In the first place, they did not always use exactly
the same formalism for dressed LR-TD-DFT and not always the same DFAs. More-
over, while the formalism showed encouraging results for a few molecules for those
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excitations which were thought to be most affected explicitinclusion of double ex-
citations, the same references failed to show that predominantly single excitations
were left largely unaffected by the dressing of AA LR-TD-DFT. These questions
were carefully addressed in Ref. [65], with some surprisinganswers.

The implementation of dressed LR-TD-DFT considered in Ref.[65] was to add
just a few double excitations to AA LR-TD-DFT and solve the TDA equation,

[

AAA(AA)
1,1 AAA(1)

1,2

AAA(1)
2,1 AAA(0+1)

2,2

]

(

C1

C2

)

= ω
(

C1

C2

)

. (103)

Thus the calculation of theAAA1,1 block which is one of the most difficult to calculate
in the extended SOPPA/ADC(2) theory is very much simplified by using AA LR-
TD-DFT. TheAAA2,2 block must however be calculated through first order in practice.
It was confirmed that adding only a few (e.g., 100) double excitations led to little
difference in calculated eigenvalues unless the double excitation were quasidegen-
erate with a single excitation. There is thus no significant problem in practice of
double counting electron correlation effects when using this hybrid MBPT/LR-TD-
DFT method. Tests were carried out on the test set of Schreiber et al. consisting
of 28 organic chromophores with 116 well-characterized singlet excitation energies
[66].

Note that the form of Eq. (103) was chosen instead of the form,
(

AAA(AA )
1,1 +KKKNA

1,1(ω)
)

C1 = ωC1

KKKNA
1,1(ω) = AAA(1)

1,2

(

ω111−AAA(0+1)
2,2

)−1
AAA(1)

2,1 , (104)

for computational simplicity. However Eq. (104) is the straightforward extension
of the dressed kernel given at the end of the previous subsection and is easy to
generalize to the full response theory case (i.e., without making the TDA).

We confirm the previous report that using the LDA for the AA LR-TD-DFT part
of the calculation often gives good agreement with verticalexcitation energies hav-
ing significant double excitation contributions [67]. However most excitations are
dominated by a singles and these are significantly underestimated by the AA LDA.
Inclusion of double excitations tended to decrease the typically already too low AA
LDA excitation energy. The AA LR-TD-DFT block was then modified to behave
like a global hybrid functional with 20% Hartree-Fock exchange. The excitations
with significant doubles character were then found to be overestimated but the addi-
tion of the doubles MBPT contribution again gave good agreement with benchmark
ab initio results. This was consistent with previous experience withdressed LR-TD-
DFT [61, 62, 63, 64].The real surprise was the discovery that adding the MBPT
to the hybrid functional made very little difference for themajority of excitations
which are dominated by single excitation character.It thus seems that a dressed
LR-TD-DFT requires the use of hybrid functional.
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4.3 Brillouin Corrections

So far dressed LR-TD-DFT allows us to include explicit double excitations and so
to describe photochemical funnels between excited states.However a worrisome
point remains, namely how to include doubles contributionsto the ground state in
the same way that we include doubles contributions to excited states so that we
may describe, for example, the photochemical funnel between S1 andS0 in Fig. 1.
It is not clear how to do this in LR-TD-DFT where the excited-state potential en-
ergy surfaces are just obtained by adding the excitation energies at each geometry to
the ground-state DFT energies. Not only does such a procedure lead to the excited
states inheriting the convergence difficulties of the ground state surface coming from
places with noninteractingv-representability difficulties, but there is no coupling be-
tween the ground state and singly excited states. This is similar to what happens with
Brillouin’s theorem in CIS calculations and leads to problems describing conical in-
tersections. However adding in the missing nonzero terms (which we call Brillouin
corrections) to dressed LR-TD-DFT is easy in the TDA.

It is good to emphasize at this point that we are making anad hoccorrection,
albeit one which is eminently reasonable from a wavefunction point of view. For-
mally correct approaches might include: (i) acknowledgingthat part of the problem
may lie in the fact that non-interactingv-representability in Kohn-Sham DFT often
breaks down at key places on ground-state potential energy surfaces when bonds are
formed or broken, so that conventional Kohn-Sham DFT may no longer be a good
starting point; (ii) examining nonadiabatic xc-kernels which seem to include some
degree of multideterminantal ground-state character in their response such as that
of Maitra and Tempel [68]; (iii) introducing explicit multideterminantal character
into the description of the Kohn-Sham DFT ground state. We will come back to this
again in our final section, but for now we will just try thead hocapproach of adding
Brillouin corrections to TDA dressed LR-TD-DFT. Note that this will also have an
indirect effect on interactions between excited states, though the primary effect will
be between excited states and the ground state.

(a) Adiabatic (b) Dressed (c) Brillouin dressed
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Fig. 16 Potential energy surfaces of the ground- and two-lowest excited states ofΣ+
g symmetry.

Comparison of CISD (solid lines) with adiabatic, dressed and hybrid LR-TD-BH&HLYP/TDA
(dashed lines). All calculations have been performed with acc-pVTZ basis set. All axes are in
Hartree atomic units (bohr for thex-axis and hartree for they-axis). Unlike the ethylene potential
energy curves (vide infra), no shift has been made in the potential energy curves.
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It suffices to add an extra column and row to the TDA problem to take into
account the ground-state determinant in hybrid DFT. This gives,







0 AAA0,1 AAA0,2

AAA1,0 AAA(AA)
1,1 AAA(1)

1,2

AAA2,0 AAA(1)
2,1 AAA(0+1)

2,2











C0

C1

C2



= ω





C0

C1

C2



 . (105)

where the extra matrix elements are calculated as,

(AAA0,1) jb = 〈 j|M̂xc|b〉 , (106)

and,
(AAA0,2)kcld = 2[(kc||ld)− (kd||lc)] . (107)

Of course, we can also derive a corresponding nonadiabatic correction to the
xc-coupling matrix,

(

AAA(AA)
1,1 +KKKNA

1,1(ω)
)

C1 = ωC1

KKKNA
1,1(ω) =

(

AAA1,0 AAA(1)
1,2

)

[

ω1 −AAA0,2

−AAA2,0 ω111−AAA(0+1)
2,2

]−1(
AAA0,1

AAA(1)
2,1

)

.(108)

The extension beyond the TDA is not obvious in this case.

Dissociation of molecular hydrogen

Molecular hydrogen dissociation is a prototypical case where doubly-excited con-
figurations are essential for describing the potential energy surfaces of the lowest-
lying excited states. The three lowest singlet states ofΣ+

g symmetry can be essen-
tially described by three CI configurations, namely(1σ2

g1σ0
u2σ0

g), (1σ1
g1σ0

u2σ1
g )

and(1σ0
g1σ2

u2σ0
g), referred as ground, single, and double configuration respectively.

Obviously, the double configuration plays an essential rolewhen a restricted
single-determinant is used as reference. On the one hand, the mixing of ground and
double configurations is necessary for describing the correct -1 hartree dissociation
energy of H2. On the other hand, the single and double configurations mix at around
2.3 Bohr, thus producing an avoided crossing. These features are shown in Fig. 16,
where we compare different flavors of TD-DFT with the CISD benchmark (shown
as solid lines in all graphs).

Adiabatic TD-DFT (shown in Figure 16 (a)) misses completelythe double con-
figuration, and so neither the avoided crossing nor the dissociation limit are de-
scribed correctly. It is noteworthy, however, that CISD andadiabatic TD-DFT curves
are superimposed for states X1Σ+

g and 11Σ+
g at distances lower than 2.3 bohr, where

the KS assumption is fully satisfied. At distances larger than 2.3 bohr, the 11Σ+
g

state corresponds to the CISD 21Σ+
g state. This is because the 11Σ+

g in TD-DFT is
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diabatic, as it does not contain the doubly-excited configuration. The dissociation
limit is also overestimated as it is usual from RKS with common xc functionals.

Dressed TD-DFT (shown in panel b) includes the double configuration. On the
one hand, the avoided crossing is represented correctly. However, the gap between
the 11Σ+

g and the 21Σ+
g is smaller than the CISD crossing. The dissociation limit,

however, is not correctly represented, as dressed TD-DFT does not include the
ground- to excited-state interaction. Therefore, the double configuration dissociates
at the same limit as the ground configuration.

Brioullin dressed TD-DFT (shown in panel b) includes also the ground- and dou-
ble configuration mixture additional to the single- and double mixing of dressed
TD-DFT. On the one hand, the avoided crossing is representedmore precisely, with
a gap closer to that of CISD. Now, the dissociation limit is more correctly described.
Still, there is a slight error in the dissociation energy limit, probably due to the dou-
ble counting of correlation. This could be alleviated by a parameterization of the
Brillouin-corrected dressed TD-DFT functional.

Ethylene torsion

(a) Adiabatic (b) Dressed (c) Brillouin dressed
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Fig. 17 Potential energy cuts of the S0, S1 and S2 states of ethylene along the twisting coordinate:
x-axis in degrees,y-axis in eV. All the curves have been shifted so that the ground-state curve at
0◦ corresponds to 0 eV. The solid lines correspond to a CASSCF(2,2)/MCQDPT2 calculation, and
the dashed lines to the different models using the BH&HLYP functional and the Tamm-Dancoff
approximation. The 6-31++G(d,p) basis set have been employed in all calculations. (Note that
these curves are in good agreement with similar calculations previously reported in Fig. 7.3 of
Chapter 7 of Ref. [69], albeit with a different functional.)

In Figure 17, we show the potential energy surfaces of S0, S1 and S2 of ethy-
lene along the torsional coordinate. The static correlation of these three states can
be essentially represented by three configurations, namelythe ground-state config-
uration(π2π∗,0), the singly-excited configuration(π1π∗,1) and the doubly-excited
configuration(π0π∗,2).

From the CASSCF(2,2)/MCQDPT2, we observe that the ground- and doubly-
excited configurations are heavily mixed at 90o, forming an avoided crossing. At
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this angle, the S1 and S2 states are degenerate. These features are not captured by
adiabatic TD-DFT (see panel a). Indeed the doubly-excited configuration is miss-
ing, and so the ground-state features a cusp at the perpendicular conformation. The
S1, which is essentially represented by a single excitation, is virtually superimposed
with the CASSCF(2,2)/MCQDPT2 result. The dressed TD-DFT (see panel b) in-
cludes the double excitation, but the surfaces of S0 and S2 appear as diabatic states,
due to the fact that the ground- to excited-state coupling term is missing. This is
largely fixed by introducing the Brillouin corrections (seepanel c). The ground-
state is now in very good agreement with the CASSCF(2,2)/MCQDPT2 S0 state,
although the degeneracy of S1 and S2 at 90o is still not fully captured. Thus the pic-
ture given by Brillouin-corrected LR-TD-DFT is qualitatively correct with respect
to the multi-reference results.

5 Effective Exchange-Correlation (xc) Kernel

We now have the tools to deduce a MBPT expression for the TD-DFT xc-kernel. It
should be emphasized that this is not a new exercise but that we seem to be the only
ones to do so within the PP formalism. We think this may have the advantage of
making a rather complicated subject more accessible to Quantum Chemists already
familiar with the PP formalism.

The problem of constructing xc-correlation objects such asthe xc-potentialvxc

and the xc-kernelfxc(ω) from MBPT for use in DFT was been termed “ab initio
DFT” by Bartlet [70, 71]. At the exchange-only level, the terms optimized effective
potential (OEP) [72, 73] or exact exchange [74, 75] are also used and OEP is also
used to include the correlated case [76, 77]. At first glance,nothing much is gained.
For example, the calculated excitation energies and oscillators strengths inab initio
TD-DFT must be, by construction, exactly the same as those from MBPT. Nor does
this approach give explicit functionals of the density (though it may be thought of as
giving implicit functionals). However it does allow us to formulate expressions for
and to calculate purely (TD-) DFT objects and hence can provide insight into, and
computational checks of, the behavior of such illusive objects asvxc and fxc(ω).

Here we will concentrate on the latter, namely the xc-kernel. Previous work along
these lines has been carried out for the kernel by directly taking the derivative of
the OEP energy expression with the constraint that the orbitals come from a local
potential. This was first done by Görling in 1998 [60] for thefull time-dependent
exchange-only problem. In 2002, Hirataet al.redid the derivation for the static case
[78]. Later, in 2006, a diagrammatic derivation of the static result was given by
Bokhan and Bartlett [71], and the functional derivative of the kernelgx has been
treated by Bokhan and Bartlett in the static exchange-only case [79].

In this section, we will take a somewhat different and arguably more direct ap-
proach than that used in the aforementionned articles, in that we will make direct
use of the fundamental relation,
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χ(1,2) = L(1,1+,2,2+) = Π(1,1,2,2, t1− t2) (109)

wherei+ is infinitessimally later thani. This approach has been used by Totkatly,
Stubner, and Pankaratov to develop a diagrammatic expression for fxc(ω) [80, 81]. It
also leads to the “Nanoquanta approximation,” so named by Lucia Reining because
it was simultaneiously derived by several different people[41, 42, 43, 45, 46, 44]
involved in the so-called Nanoquanta group. (See also pp. 318-329 of Ref. [24].)

The work presented here differs from previous work in two respects, namely
(i) we make a direct connection with the PP formalism which ismore common in
quantum chemistry than is the full BSE approach (they are formally equivalent but
differ in practice through the approximations used) and (ii) we introduce a matrix
formulation based upon Harriman’s contractionϒ̂ and expansion operatorsϒ̂ †. This
allows us to introduce the concept of the localiserΛ(ω) which shows explicitly how
localization in space results requires the introduction ofadditional frequency depen-
dence. Finally we recover the formulae of Görling and Hirata et al. and produce a
rather trivial proof of the Gonze and Scheffler result [82] that this additional fre-
quency dependence “undoes” the spatial localization procedure in particular cases.

We first seek a compact notation for Eq. (109). Harriman considered the relation
between the space of kernels of operators and the space of functions [83, 84]. In
order to main consistency with the rest of this paper, we willgeneralize Harriman’s
notion from space-only to space and spin coordinates. Then the collapse operator is
defined by,

ϒ̂ A(1,2) = A(1,1) , (110)

for an arbitrary operator kernel. The adjoint of the collapse operator is the so-called
expansion operator,

ϒ̂ † f (1) = f (1)δ (1−2) , (111)

for an arbitrary functionf (1). Clearlyϒ̂ †ϒ̂ A(1,2) = A(1,1)δ (1−2) 6= A(1,2). The
ability to express these operators as matrices (ϒϒϒ andϒϒϒ †) facilitates finite basis set
applications.

We may now rewrite Eq. (109) as,

χχχ(t1− t2) =ϒϒϒLLL(t1, t
+
1 , t2, t

+
2 )ϒϒϒ † =ϒϒϒ ΠΠΠ(t1− t2)ϒϒϒ † (112)

Comparing,

χχχ(t1− t2) = χχχs(t1− t2)+
∫

χχχs(t1− t3) fff Hxc(t3− t4)χχχ(t4− t2)dt3dt4 , (113)

with the BSE,

LLL(t1, t2, t3, t4) = LLLs(t1, t2, t3, t4)

+
∫

LLLs(t1, t2, t5, t6)ΞΞΞHxc(t5, t6, t7, t8)LLL(t7, t8, t3, t4)dt5dt6dt7dt8 ,

(114)
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or, more precisely with,

χχχ(t1− t2) = ϒϒϒ LLL(t1, t
+
1 , t2, t

+
2 )ϒϒϒ †

= ϒϒϒ LLLs(t1, t
+
1 , t2, t

+
2 )ϒϒϒ †

+

∫

ϒϒϒ LLLs(t1, t
+
1 , t5, t6)ΞΞΞHxc(t5, t6, t7, t8)LLL(t7, t8, t2, t

+
2 )dt5dt6dt7dt8

= χχχs(t1− t2)

+

∫

ϒϒϒ LLLs(t1, t
+
1 , t5, t6)ΞΞΞHxc(t5, t6, t7, t8)LLL(t7, t8, t2, t

+
2 )dt5dt6dt7dt8 ,

(115)

then shows that,
∫

ϒϒϒLLL(t1, t
+
1 , t3, t

+
3 )ϒϒϒ † fff Hxc(t3− t4)ϒϒϒ LLL(t4, t

+
4 , t2, t

+
2 )ϒϒϒ †dt3dt4 =

∫

ϒϒϒ LLLs(t1, t
+
1 , t5, t6)ΞΞΞHxc(t5, t6, t7, t8)LLL(t7, t8, t2, t

+
2 )dt5dt6dt7dt8 .

(116)

If we take advantage of the Kohn-Sham reference giving us theexact density, then
the Hartree part cancels out so that we actually get,

∫

ϒϒϒ LLL(t1, t
+
1 , t3, t

+
3 )ϒϒϒ † fff xc(t3− t4)ϒϒϒLLL(t4, t

+
4 , t2, t

+
2 )ϒϒϒ †dt3dt4 =

∫

ϒϒϒLLLs(t1, t
+
1 , t5, t6)ΞΞΞxc(t5, t6, t7, t8)LLL(t7, t8, t2, t

+
2 )dt5dt6dt7dt8 .

(117)

While this is certainly a beautiful result, it is nevertheless plagued with four-time
quantities which may be eliminated by using the PP.

ΠΠΠ(t1− t2) = ΠΠΠ s(t1− t2)+
∫

ΠΠΠ s(t1− t3)KKKHxc(t3− t4)ΠΠΠ(t4− t2)dt3dt4 , (118)

where we have introduced the coupling matrix defined by,

KKKHxc = ΠΠΠ−1
s −ΠΠΠ−1 . (119)

The price we have to pay is that the coupling matrix can not be easily expanded
in Feynman diagrams, but that in no way prevents us from determining appropriate
algebraic expressions for it. We may then write,

∫

ϒϒϒ ΠΠΠ s(t1− t3)ϒϒϒ † fff xc(t3− t4)ϒϒϒ χχχ(t4− t2)ϒϒϒ †dt3dt4

=

∫

ϒϒϒ ΠΠΠ s(t1− t3)ϒϒϒ †KKKxc(t3− t4)ϒϒϒ ΠΠΠ(t4− t2)dt3dt4 , (120)
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which Fourier transforms to remove all the integrations,

ϒϒϒ ΠΠΠ s(ω)ϒϒϒ † fff xc(ω)ϒϒϒ χχχ(ω)ϒϒϒ † =ϒϒϒ ΠΠΠ s(ω)ϒϒϒ †KKKxc(ω)ϒϒϒ ΠΠΠ(ω) . (121)

Localizer

Evidently,
fff xc(ω) = ΛΛΛs(ω)KKKxc(ω)ΛΛΛ(ω) , (122)

where we have introduced the notion of noninteracting (ΛΛΛs) and interacting (ΛΛΛ )
localizers,

ΛΛΛs(ω) =
(

ϒϒϒ ΠΠΠ s(ω)ϒϒϒ †
)−1

ϒϒϒ ΠΠΠ s(ω)ϒϒϒ †

ΛΛΛ(ω) =
(

ϒϒϒ ΠΠΠ(ω)ϒϒϒ †
)−1

ϒϒϒ ΠΠΠ(ω)ϒϒϒ † . (123)

The localizer arises quite naturally in the context of the time-dependent OEP prob-
lem. According to the Runge-Gross theory [25], the exact time-dependent xc-
potentialvxc(t), is not only a functional of the densityρ(t), but also of an initial
condition which can be taken as the wavefunctionΨ(t0) at some prior timet0. On
the other hand, linear response theory begins with the static ground state case where
the first Hohenberg-Kohn theorm tells us that the wavefunction is a functional of
the denistyΨ(t0) =Ψ [ρt0]. Görling has pointed out that this greatly simplifies the
problem [60] because we can then show that,

∫

Πs(1,1;2,2;ω)vx(2;ω)d2=

∫

Πs(1,1;2,3;ω)Σx(2,3)d2d3, (124)

whereΣx is the Hartree-Fock exchange operator. Equivalently this may be written
as,

ϒϒϒ ΠΠΠ s(ω)ϒϒϒ †vvvx =ϒϒϒ ΠΠΠ s(ω)ΣΣΣx , (125)

or, Σx,
vvvx(ω) = ΛΛΛ s(ω)ΣΣΣx . (126)

Equations (122) and (126) are telling us something of fundamental importance,
namely that the very act of spatially localizing the xc-coupling matrix involves in-
troducing additional frequency dependence.

For the special case of the non-interacting susceptibility, we can easily derive an
expression for the dynamic localizer. Since,
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Πs(1,2;3,4;ω) =
occ

∑
i

virt

∑
a

ψi(1)ψ∗
a(2)ψ∗

i (3)ψa(4)
ω − εa,i

−
occ

∑
i

virt

∑
a

ψa(1)ψ∗
i (2)ψ∗

a(3)ψi(4)
ω + εa,i

,

(127)

we can express the kernel ofϒϒϒ ΠΠΠ s(ω) as

(ϒ Πs)(1;2,3;ω) =
occ

∑
i

virt

∑
a

ψi(1)ψ∗
a(1)ψ∗

i (2)ψa(3)
ω − εa,i

−
occ

∑
i

virt

∑
a

ψa(1)ψ∗
i (1)ψ∗

a(2)ψi(3)
ω + εa,i

.

(128)

Also, the kernel ofϒϒϒ ΠΠΠ s(ω)ϒϒϒ † is just,

(

ϒ Πsϒ †)(1;2;ω) =
occ

∑
i

virt

∑
a

ψi(1)ψ∗
a(1)ψ∗

i (2)ψa(2)
ω − εa,i

−
occ

∑
i

virt

∑
a

ψa(1)ψ∗
i (1)ψ∗

a(2)ψi(2)
ω + εa,i

.

(129)

Like the susceptibility, The two operators have poles at theindependent particle
excitation energiesω =±εa,i =±(εa− εi).

In order to construct the dynamic localizer, the kernel (125) has to be inverted.
This is not generally possible to do this analytically, though it can be done in a
finite-basis representation with great care. However Gonzeand Scheffler have noted
that exact inversion is possible in the special case of a frequency,ω = εb, j , of a pole
well separated from the other poles. [82] Near this pole, thekernels,ϒϒϒ Π s(ω) and
ϒϒϒ Π s(ω)ϒϒϒ †, are each dominated by single terms,

(ϒ Πs) ≈
ψ j(1)ψ∗

b(1)ψ
∗
j (2)ψb(3)

ω − εb, j

(

ϒ Πsϒ †) (1;2;ω) ≈
ψ j(1)ψ∗

b(1)ψ
∗
j (2)ψb(2)

ω − εb, j
. (130)

Thus Eq. (125) becomes,

ψ j(1)ψ∗
b(1)

ω − εb, j
〈ψb|vx(εb, j)|ψ j〉 ≈

ψ j(1)ψ∗
b(1)

ω − εb, j
〈ψb|Σ̂x|ψ j〉 , (131)

with the approximation becoming increasingly exact asω approachesεb, j . Hence,
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〈ψb|vx(εb, j)|ψ j〉= 〈ψb|Σ̂x|ψ j〉 . (132)

More generally for an arbitrary dynamic kernel,K(1,2;ω),

(ψbψ∗
j |Λ(εb, j )K(εb, j )) = (ψ j |K(εb, j)|ψb) , (133)

and we can do the same for−εb, j , obtaining

(ψ j ψ∗
b|Λ(−εb, j)K(−εb, j)) = (ψ j |K(−εb, j)|ψb) (134)

We refer to these last two equations as Gonze-Scheffler (GS) relations, since they
were first derived by these authors [82] and because we will want to use them again.
These GS relations show that the dynamic localizer,ΛΛΛ s(ω), is pole free if the exci-
tation energies,εa,i , are discrete and nondegenerate and suggests that the dynamic
localizer maybe a smoother function ofω than might at first be suspected. Equa-
tion (132) is also very significant because we see that, at a particular frequency, the
matrix element of a local operator is the same as the matrix element of a nonlocal
operator. Generalization to the xc-kernel will require an approximation.

First approximation

Equation (122) is difficult to solve because of the need to invert an expression in-
volving the correlated PP. However it may be removed by instead using the approx-
imate expression,

fff xc(ω) = ΛΛΛs(ω)KKKxc(ω)ΛΛΛ1/2(ω) , (135)

where a localizer is used which is half-way between the noninteracting and fully
interacting form,

ΛΛΛ 1/2(ω) =
(

ϒϒϒ ΠΠΠ s(ω)ϒϒϒ †
)−1

ϒϒϒ ΠΠΠ (ω)ϒϒϒ † . (136)

Equation (135) then becomes,

fff xc(ω) =
(

ϒϒϒ ΠΠΠ s(ω)ϒϒϒ †
)−1

(ΠΠΠ(ω)−ΠΠΠ s(ω))
(

ϒϒϒ ΠΠΠ s(ω)ϒϒϒ †
)−1

. (137)

Such an approximation is expected to work well in the off-resonant regime. As we
shall see, it does give Görling’s exact exchange (EXX) kernel for TD-DFT [60]. On
the other hand, the poles of the kernel in this approximationarea priori the poles
of the exact and independent particle PPs — that is, the true and single-particle
excitation energies — unless well-balanced approximations lead to fortuitous can-
cellations.

We can now return to a particular aspect of Casida’s originalPP approach [58]
which was failure to take proper account of the localizer. This problem is rectified
here. The importance of the localizer is made particularly clear by the GS relations
in the case of charge transfer excitations. The single-poleapproximation to thei → a
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excitation energy is,

ω = εa,i +(ia|Λ(εa,i)Kxc(εa,i)Λ†(εa,i)|ai)

= εa,i +(aa|Π−1
s (εa,i)−Π−1(εai)|ii) . (138)

Thus once again we see that the frequency dependence of the localizer has trans-
formed the matrix element of a spatially-local frequency-dependentoperator into the
matrix element of a spatially-nonlocal operator. Had the localizer been neglected,
then we would have found incorrectly that,

ω = εa,i +(ia|Π−1
s (εai)−Π−1(εa,i)|ai) . (139)

While the latter reduces to justεai for charge transfer excitations at a distance (be-
causeψiψa = 0), the former does not. [85] However, for most excitations the overlap
is non-zero. In such cases and around a pole well-separated pole the localizer can
be completely neglected.

Exchange-only case

In order to apply Eq. (137), we need only the previously derived terms represented
by the diagrams in Fig. 7. The resultant expressions agree perfectly with the ex-
panded expressions of the TD-EXX kernel obtained by Hirataet al. [59], which are
equivalent to the more condensed form given by Görling [60].

Use of the GS relation then leads to,

ω = εKS
a,i + fxc(εKS

a,i )

= εKS
a,i + 〈a|M̂xc|a〉− 〈i|M̂xc|i〉+(ai||ia)

= εHF
a,i +(ai||ia) , (140)

which is exactly the configuration interaction singles (CIS, i.e., TDHF Tamm-
Dancoff approximation)expression evaluated using Kohn-Sham orbitals. This agrees
with a previous exact result obtained using Görling-Levy perturbation theory [82,
86, 87].

Second approximation

A second approximation, equivalent to the PP Born approximation,

ΠΠΠ(ω) = ΠΠΠ s(ω)+ΠΠΠ s(ω)KKKHxc(ω)ΠΠΠ s(ω) . (141)

is useful because of its potential for preserving as much as possible of the basic
algebraic structure of the exact equation [Eq. (122)] whilestill remaining computa-
tionally tractable. This is our second approximation,
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fff Hxc(ω) = ΛΛΛ s(ω)
(

ΠΠΠ−1
s (ω)−ΠΠΠ−1(ω)

)

ΛΛΛ†
s(ω) . (142)

Equation (142) simply reads thatfff Hxc(ω) is a spatially localized form ofKKKHxc(ω).
This is nothing but the PP analogue of the basic approximation (117) used in the
BSE approach on the way to the Nanoquanta approximation [41,42, 43, 45, 46, 44].

6 Conclusion and Perspectives

Time-dependent DFT has become part of the photochemical modelers toolbox, at
least in the FC region. However extensions of TD-DFT are being made to answer the
photochemical challenge of describing photochemical funnel regions where double
and possibly higher excitations often need to be taken into account. This article
has presented the dressed TD-DFT approach of using MBPT corrections to LR-
TD-DFT in order to help address problems which are particularly hard for con-
ventional TD-DFT. Illustrations have been given for the dissociation of H2 and for
cis/trans isomerisation of ethylene. We have also included a section deriving the
form of the TD-DFT xc-kernel from MBPT. This derivation makes it clear that lo-
calization in space is compensated in the exact kernel by including additional fre-
quency dependences. In the short run, it may be that such additional frequency de-
pendences will be easier to model with hybrid MBPT/LR-TD-DFT approaches. Let
us mention in closing the very similar “configuration interaction-corrected Tamm-
Dancoff approximation” of Truhlar and coworkers [88]. Yet another approach, sim-
ilar in spirit, but different in details is multiconfiguration TD-DFT based upon
range separation [89]. In the future, if progress continuesto be made at the cur-
rent rate, we may very well be using some combination of these, including el-
ements of dressed LR-TD-DFT, as well as other tricks such as aMaitra-Tempel
form of the xc-kernel [68], constricted variational DFT fordouble excitations [90],
DFT multi-reference configuration interaction (DFT-MRCI)[91], spin-flip theory
[92, 93, 94, 95, 96, 97, 98, 99, 100, 101, 102], and restrictedopen-shell or spin-
restricted ensemble-referenced Kohn-Sham theory [103, 104, 97, 100, 101, 105] to
attack difficult photochemical problems on a routine basis.Key elements to make
this happen will be the right balance between rigor and practicality, ease of automa-
tion, and last but not least ease of use if many users are goingto try these techniques
and if they can be routinely applied at every time step of a photochemical dynamics
simulation.
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Appendix: Order Analysis

We have presented the superoperator PP procedure as if we simply manipulated
Feynman diagrams. In reality we expanded the matrices usingWick’s theorem with
the help of a home-made FORTRAN program. The result was a series of algebraic
expressions which were subsequently analyzed by drawing the corresponding Feyn-
man diagrams. This leads to about 200 diagrams which we ultimately resum to give
a more compact expression. It is the generation of this expression that we now wish
to discuss.

Let us analyze this expression for the PP according to the order of excitation
operator. Following Casida, [58] we partition the space as,

−Πsr,qp(ω) =
(

(p̂†q̂|T†
1) (p̂

†q̂|T†
2+)
)

ΓΓΓ −1(ω)

(

(T†
1|r̂

†ŝ)
(T†

2+|r̂
†ŝ)

)

, (143)

whereTTT†
2+ corresponds to the operator space of two-electron and higher excitations

and

ΓΓΓ −1(ω) =

[

ΓΓΓ 1,1(ω) ΓΓΓ 1,2+

ΓΓΓ 2+,1 ΓΓΓ 2+,2+(ω)

]−1

, (144)

has been blocked,
ΓΓΓ i, j(ω) = (T†

i |ω 1̆+ H̆|T†
j ) . (145)

Using the well-known expression for the inverse of a two-by-two block matrix al-
lows us to transform Eq. (143) into,

− Πsr,qp(ω) = [(p̂†q̂|TTT†
1)− (p̂†q̂|TTT†

2+)ΓΓΓ
−1
2+,2+(ω)ΓΓΓ 2+,1]

PPP−1(ω)[(TTT†
1|r̂

†ŝ)−ΓΓΓ 1,2+ΓΓΓ −1
2+,2+(ω)(TTT†

2+|r̂
†ŝ)]

+ (p̂†q̂|TTT†
2+)ΓΓΓ

−1
2+,2+(ω)(TTT†

2+|r̂
†ŝ) , (146)

where,
PPP(ω) = ΓΓΓ 1,1(ω)−ΓΓΓ 1,2+ΓΓΓ −1

2+,2+(ω)ΓΓΓ 2+,1 . (147)

Although Eq. (146) is somewhat complicated, it turns out that PPP(ω) plays much the
same role in the smallerTTT†

1 space thatΓΓΓ (ω) plays in the fullTTT† space. To see how
this comes about, it is necessary to introduce the concept oforder in the fluctuation
operator [Eq. (67)] and inMxc [Eq. (69)]. We can now perform an order-by-order
expansion of Eq. (146). Through second order only theTTT†

2 part ofTTT†
2+ contributes,

so we need not consider higher than double excitation operators. However we shall
make some additional approximations. In particular, we will follow the usual prac-
tice and drop the last term in Eq. (146) because it contributes only at second order
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and appears to be small when calculating excitation energies and transitions mo-
ments using the Hartree-Fock approximation as zero-order [106, 107, 52, 108, 109].
For response functions such as dynamic polarizabilities, their inclusion is more crit-
ical, improving the agreement with experiments [49]. We will also have no need to
consider the second term in

(p̂†q̂|T†
1)− (p̂†q̂|T†

2+)ΓΓΓ
−1
2+,2+(ω)ΓΓΓ 2+,1 . (148)

This means that for the purposes of this paper we can treat thePP in the present
work as given by,

−Πsr,qp(ω) = (p̂†q̂|TTT†
1)P

−1(ω)(TTT†
1|r̂

†ŝ) . (149)

Comparing with Eq. (82) substantiates our earlier claim that PPP(ω) plays the same
role in theTTT†

1 space thatΓΓΓ (ω) plays over the fullTTT† space.

First-Order Exchange-Correlation Kernel

We now turn to the first-order exchange-correlation kernel.Our main motivation
here is to verify that we obtain the same terms as in exact exchange (EXX) cal-
culations when we evaluateΠΠΠ −ΠΠΠ s [60, 59]. Since our approach is in some ways
more general than previous approaches to the EXX kernel, this subsection may also
provide some new insight into the meaning of the EXX equations.

Since we are limited to first order, only zero- and first-orderwavefunction terms
need be considered. This implies that all the contributionsdue to theT†

2+ space (the
space of double- and higher-excitations) are zero and substantiates our claim that
Eq. (149) is exact to first-order. An order-by-order expansion gives,

−Π (0+1)
sr,qp (ω) = (p̂†q̂|TTT†

1)
(1)PPP(0),−1(ω)(TTT†

1|r̂
†ŝ)(0)+(p̂†q̂|TTT†

1)
(0)PPP(0),−1(ω)(TTT†

1|r̂
†ŝ)(1)

+ (p̂†q̂|TTT†
1)

(0)PPP(1),−1(ω)(TTT†
1|r̂

†ŝ)(0)−Π s
sr,qp(ω) , (150)

where,

−Π s
sr,qp(ω) = (p̂†q̂|TTT†

1)
(0)(TTT†

1|ω 1̆+ h̆KS|TTT
†
1)

(0),−1(TTT†
1|r̂

†ŝ)(0) . (151)

The evaluation of each of first-order blocks is straightforward using the basic defi-
nitions and Wick’s theorem.

Let us first consider thePPP parts. The zeroth-order contribution is,

P(0)
kc,ia(ω) = (ω − εi,a)δikδac (152)

P(0)
ck,ia(ω) = 0, (153)

and the first-order contribution gives
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P(1)
kc,ia = (ai||kc)+Macδik −Mikδac (154)

P(1)
ck,ia = (ci||ak) . (155)

(Note thatPkc,ia is part of theAAA block, whilePck,ia is part of theBBB block.) The sum
of P(0)+P(1) gives the exact pole structure up to first-order in the SOPPA approach.

The zero-order contribution,

(p̂†q̂|T†
1)

(0) = (T†
1|T

†
1) , (156)

and the first-order contributions are given by,

[(p̂†q̂|T†
1)]

(1)
kc, ji = −

M jc

ε j ,c
δik (157)

[(p̂†q̂|T†
1)]

(1)
ck, ji =

Mic

εi,c
δk j (158)

[(p̂†q̂|T†
1)]

(1)
kc,ba =

Mka

εk,a
δbc (159)

[(p̂†q̂|T†
1)]

(1)
ck,ba = −

Mkb

εk,b
δca. (160)

The PPΠΠΠ(ω) is now easily constructed by simple matrix multiplication ac-
cording to Eq. (150). Applying the 1st approximation from Sec. 5 and expanding
ΠΠΠ s(ω)−ΠΠΠ(ω) through first order allows us to recover Görling’s TD-EXX ker-
nel. [60] The most convenient way to do this is to expandPPP(1),−1 using,

(T†
1|ω 1̆+ H̆|T†

1)
−1 ≈ (T†

1|ω 1̆+ H̆(0)|T†
1)

−1

+ (T†
1|ω 1̆+ H̆(0)|T†

1)
−1(T†

1|H̆
(1)|T†

1)(T
†
1|ω 1̆+ H̆(0)|T†

1)
−1 . (161)

The result is represented diagrammatically in Fig. 7. The corresponding expres-
sions agree perfectly with the expanded expressions of the TD-EXX kernel obtained
by Hirataet al, [59] which are equivalent to the more condensed form given by
Görling. [60] The diagrammatic treatment makes clear the connection with the BSE
approach. There are in fact just three time-unordered diagrams shown in Fig. 11
whose various time orderings generate the diagrams in Fig. 7. However the “hang-
ing parts” above and below the horizontal dotted lines now have the physical inter-
pretation of initial and final state wave function correlation. Had we applied the 2nd
approximation of sec. 5, then only diagrams (a-f) of Fig. 7 would have survived.

Use of the Gonze-Scheffler relation (see further Sec. 5) thenleads to,

ω = εKS
a,i + fxc(εKS

a,i )

= εKS
a,i + 〈a|M̂xc|a〉− 〈i|M̂xc|i〉+(ai||ia)

= εHF
a,i +(ai||ia) , (162)
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which is exactly the configuration interaction singles (CIS, i.e., TDHF Tamm-
Dancoff approximation)expression evaluated using Kohn-Sham orbitals. This agrees
with a previous exact result obtained using Görling-Levy perturbation theory. [82,
86, 87]

Second-Order Exchange-Correlation Kernel

Having verified some known results, let us go on to do the MBPT necessary to
obtain the pole structure of the xc-kernel through second order in the 2nd approx-
imation. That is, we need to evaluateΠΠΠ−1

s (ω)−ΠΠΠ−1(ω) through second order in
such a way that its pole structure is evident. The SOPPA/ADC strategy for this is to
make a diagrammaticΠΠΠ s(ω)−ΠΠΠ(ω) expansion of this quantity and then resum the
expansion in an order-consistent way to have the form

[ΠΠΠ s(ω)−ΠΠΠ(ω)]
(0+1+...+n)
rs,qp =

n

∑
k=0

k

∑
i=0

k−i

∑
j=0

(p̂†q̂|T†
1)

(i)P( j),−1(ω)(T†
1|r̂

†ŝ)(k−i− j) ,

when the Born approximation is applied to theP(ω), in the same fashion as in
Sec. 5. The number of diagrams contributing to this expansion is large and, for
the sake of simplicity, we will only give the resumed expressions for each block.
Evidently, after the calculation of each block there will bean additional step matrix
inversion in order to apply the 2nd approximation to the xc-kernel.

It should be emphasized that although the treatment below may seem simple,
application of Wick’s theorem is complicated and has been carried out using an
in-house FORTRAN program written specifically for the purpose. The result before
resummation is roughly 200 diagrams which have been included as supplementary
material.

It can be shown that the operator space may be truncated without loss of gener-
ality in a second-order treatment to only 1- and 2-electron excitation operators. [52]
The wavefunction may also be truncated at second-order. This truncation breaks the
orthonormality of theT†

1 space:

(T†
1|T

†
1)≈ (T†

1|T
†
1)

(0)+(T†
1|T

†
1)

(2) 6=

(

1 0
0 −1

)

. (163)

This complication is dealt with by orthonormalizing our operator space. The new
operator set expressed in terms of the original set containsonly second-order cor-
rections,

[â†î](2) = ∑
b

(

1
4 ∑

kld

(kd||lb)(dk||al)
εkl,bdεkl,da

+∑
k

MkbMka

εk,bεk,a

)

b̂†î

+ ∑
j

(

1
4 ∑

mcd

(md|| jc)(ci||dm)
εm j,cdεim,cd

+∑
d

M jdMdi

ε j ,dεi,d

)

â† ĵ . (164)
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(Note that we have used the linked-cluster theorem to eliminate contributions from
disconnected diagrams. For a proof for the EOM of the one- andtwo-particle the
Green’s function see Ref. [55])

We may now proceed to calculate,

−Π (2)
sr,qp(ω) = (p̂†q̂|T†

1)
(1)P(1),−1(ω)(T†

1|r̂
†ŝ)(0)

+ (p̂†q̂|T†
1)

(0)P(1),−1(ω)(T†
1|r̂

†ŝ)(1)

+ (p̂†q̂|T†
1)

(1)P(0),−1(ω)(T†
1|r̂

†ŝ)(1)

+ (p̂†q̂|T†
1)

(0)P(2),−1(ω)(T†
1|r̂

†ŝ)(0) . (165)

The only new contributions that arise at this level are due tothe blockP(2), which is
given by

P(2) = ΓΓΓ (2)
1,1−ΓΓΓ (1)

1,2ΓΓΓ (0),−1
2,2 (ω)ΓΓΓ (1)

2,1 . (166)

(We are anticipating theω-dependence of the variousΓΓΓ -blocks which will be de-

rived below.) Since the blockΓΓΓ (2)
1,1 is affected by the orthonormalization procedure,

it may be useful to provide a few more details. Expanding order-by-order,

ΓΓΓ (2)
1,1 = 〈0(1)|[T†

1, [ω 1̆+ H̆(0),T†
1]]|0

(1)〉

+ 〈0(0)|[T†
1, [ω 1̆+ H̆(0),T†

1]]|0
(2)〉

+ 〈0(2)|[T†
1, [ω 1̆+ H̆(0),T†

1]]|0
(0)〉

+ 〈0(0)|[T†(2)
1 , [ω 1̆+ H̆(0),T†

1]]|0
(0)〉 ,

+ 〈0(0)|[T†
1, [ω 1̆+ H̆(0),T†(2)

1 ]]|0(0)〉 ,

+ 〈0(1)|[T†
1, [Ĥ

(1),T†
1]|0

(0)〉

+ 〈0(0)|[T†
1, [Ĥ

(1),T†
1]|0

(1)〉 , (167)

whereT†(2)
1 is the vector of second-order operators defined in Eq. (164).It is easily

shown that the first term cancels with the contributions coming from the second-
order operators, and that the contributions from second-order wave function are
exactly zero. Hence, that block is simply

ΓΓΓ (2)
1,1 = 〈0(1)|[T†

1, [Ĥ
(1),T†

1]|0
(0)〉

+ 〈0(0)|[T†
1, [Ĥ

(1),T†
1]|0

(1)〉 , (168)

which makes it frequency-independent. Its calculation gives
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[Γ (2)
1,1 ]kc,ia = δac∑

d

MkdMdi

εi,d
+ δik ∑

l

MlaMlc

εl ,a

(169)

+
δac

2 ∑
lde

(le||kd)(dl||ei)
εim,de

−
δik

2 ∑
lmd

(ld||mc)(dl||ma)
εlm,ad

(170)

[Γ (2)
1,1 ]

ck,ia
=

MakMid

εi,d
+

MciMka

εk,a

+ 2∑
d

Mdk(ad||ci)
εk,d

+2∑
l

Mlc(lk||ai)
εl ,c

− ∑
md

(ce||ad)(di||em)
εim,de

−∑
me

(ce||mi)(ak||me)
εkm,ae

−
1
2 ∑

de

(ce||ad)(dk||ei)
εik,de

−
1
2 ∑

ml

(ik||ml)(ac||ml)
εlm,ac

.

The blockΓΓΓ 1,2 and its adjoint is of at least first-order, due to the fact thatthe
space is orthonormal. For that reason, it is not affected by the orthonormalization at
this level of approximation. Its calculation gives

[Γ (2)
2,1 ]

kc, jbia
= − δik(bc||a j)+ δ jk(bc||ai)

− δbc(ai||k j)+ δac(bi||k j)

[Γ (2)
2,1 ]

ck, jbia
= 0 . (171)

Finally, the blockΓΓΓ 2,2(ω) gives

[Γ (2)
2,2 (ω)]ldkc, jbia = (ω − εi j ,ab)δ jl δikδcaδdb

[Γ (2)
2,2 (ω)]ckdl, jbia = 0 (172)

Notice that double excitations are treated only to zeroth-order in a second-order
approach. To obtain a consistent theory with first-order corrections to double excita-
tions, one should go at least to third order. This however becomes computationally
quite heavy.

It is interesting to speculate what would happen if we were toinclude the first-
order doubles correction within the present second-order theory. There are, in fact,
indications that this can lead to improved agreement between calculated and exper-
imental double excitations, though the quality of the single excitations is simultane-
ously decreased due to an imbalanced treatment [110, 111].

We can now construct the PP necessary to construct the 2nd approximation of
the xc-kernel Eq. (142) according to Eq. (149). Since the thelocalizers of both
left- and right-side are constructed from the non-interacting KS PP, we are only
concerned with ph and hp contributions. This means that the blocks involving pp or
hh indices, corresponding to density shift operators, can be ignored at this level of
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approximation. This simplifies the construction ofPPP(ω) in Eq. (149), which up to
second-order gives

ΠΠΠ (0+1+2),−1(ω) = (TTT†
1|TTT

†
1)

−1PPP(0+1+2)(ω)(TTT†
1|TTT

†
1)

−1 . (173)

Separating ph and hp contributions, the PP takes the form of a2 × 2 block-matrix
in the same spirit as the LR-TD-DFT formulation of Casida,

ΠΠΠ (0+1+2),−1(ω) =
(

111 000
000 −111

)(

PPP(0+1+2)(ω) PPP(0+1+2)(ω)

PPP(0+1+2)(ω) PPP(0+1+2)(ω)

)(

111 000
000 −111

)

=

(

PPP(0+1+2)(ω) −PPP(0+1+2)(ω)

−PPP(0+1+2)(ω) PPP(0+1+2)(ω)

)

. (174)

It follows that,

ΠΠΠ−1
s (ω)−ΠΠΠ (0+1+2),−1(ω) =

(

PPP(1+2)(ω) −ΓΓΓ (1+2)
1,1

−ΓΓΓ (1+2)
1,1 PPP(1+2)(ω)

)

. (175)

Note that the off-diagonal (ph,hp)- and (hp,ph)-blocks arefrequency-independent
and that the diagonal blocks are given by Eq. (166). Ignoringlocalization for the
moment, we may now cast the present Kohn-Sham based second-order polarization
propagator approximation (SOPPA/KS) into the familiar form of Eq. (27) with,

Aia, jb(ω) = δi, jδa,bεa,i +P(1+2)
ia, jb (ω)

Bia,b j(ω) = −
(

Γ (1+2)
1,1

)

ia,b j
. (176)

Localization [Eq. (142)] will complicate these formulae bymixing thePPP(1+2)(ω)

andΓΓΓ (1+2)
1,1 terms,
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Aia, jb(ω) = δi, jδa,b(εa− εi)

+
[

(ΛΛΛs)hp,hp(ω)PPP(1+2)(ω)(ΛΛΛ †
s)hp,hp(ω)

]

ia, jb

+
[

(ΛΛΛs)hp,ph(ω)PPP(1+2)(ω)(ΛΛΛ †
s)ph,hp(ω)

]

ia, jb

−
[

(ΛΛΛs)hp,ph(ω)ΓΓΓ (1+2)(ΛΛΛ†
s)hp,hp(ω)

]

ia, jb

−
[

(ΛΛΛs)hp,hp(ω)ΓΓΓ (1+2)(ΛΛΛ†
s)ph,hp(ω)

]

ia, jb

Bia,b j(ω) =
[

(ΛΛΛs)hp,hpPPP
(1+2)(ω)(ΛΛΛ†

s)hp,ph

]

ia,b j

+
[

(ΛΛΛs)hp,phPPP
(1+2)(ω)(ΛΛΛ†

s)ph,ph

]

ia,b j

−
[

(ΛΛΛs)hp,ph(ω)ΓΓΓ (1+2)(ΛΛΛ†
s)hp,ph(ω)

]

ia,b j

−
[

(ΛΛΛs)hp,hp(ω)ΓΓΓ (1+2)(ΛΛΛ†
s)ph,ph(ω)

]

ia,b j
.

(177)

Of course this extra complication is unnecessary if all we want to do is to calculate
improved excitation energies and transition amplitudes bydoing DFT-based many-
body perturbation theory. It is only needed when our goal is to study the effect
of localization on purely TDDFT quantities such as the xc-kernel and the TDDFT
vectorsXXX andYYY.
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