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We present the concept, derivation, and implementation of dynamical configuration interaction, a quantum
embedding theory that combines Green’s function methodology with the many-body wave function. In a strongly
correlated active space, we use full configuration interaction (CI) to describe static correlation exactly. We
add energy-dependent corrections to the CI Hamiltonian which, in principle, include all remaining correlations
derived from the bath space surrounding the active space. Next, we replace the exact Hamiltonian in the bath
with one of excitations defined over a correlated ground state. This transformation is naturally suited to the
methodology of many-body Green’s functions. In this space, we use a modified GW /Bethe-Salpeter equation
procedure to calculate excitation energies. Combined with an estimate of the ground-state energy in the bath, we
can efficiently compute the energy-dependent corrections, which correlate the full set of orbitals, for very low
computational cost. We present dimer dissociation curves for H2 and N2 in good agreement with exact results.
Additionally, excited states of N2 and C2 are in excellent agreement with benchmark theory and experiment. By
combining the strengths of two disciplines, we achieve a balanced description of static and dynamic correlation
in a fully ab initio, systematically improvable framework.
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Accurate theoretical predictions for systems with strongly
correlated electrons remains one of the major challenges
in condensed matter physics and quantum chemistry. Even
though this topic has been intensely studied for decades,
research continues because of its great importance to both
fundamental physics and technological applications. In prin-
ciple, quantum many-body theory [1,2] allows one to study
electronic properties at the most fundamental level. Of course,
the exact theory is hopelessly complex for realistic sys-
tems. Developing less expensive, approximate methods which
predict spectra of correlated systems is therefore essential
for the theoretical discovery of new phenomena or new
materials.

Of particular interest in condensed matter physics are
systems which couple a small number of strongly interacting
electrons to a much larger bath of weakly interacting elec-
trons. d- or f -electron atoms on surfaces or point defects
in solids [3] are possible examples of such impurities. In
methods designed for impurity problems, the important im-
purity states are described with a theory that is much more
accurate and computationally expensive than the theory treat-
ing the bath. Strongly interacting electrons on the impurity
are referred to as statically correlated, which means they are
energetically near each other, while the continuum of states
in the bath is dynamically correlated. The multireference
character of open-shell molecules in quantum chemistry also
requires a balanced treatment of static and dynamic correla-
tion. Developing a theory which can treat both regimes of
correlation on equal footing within one unified framework is
difficult.
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Such impurity problems are so extensively studied and
present such a major reduction in computational cost that it
can be advantageous to construct an artificial impurity from
an otherwise homogeneous system. This is the central idea
behind quantum embedding or active space (AS) theories:
an effective impurity is selected from the complete system
and treated with high accuracy. If the relevant physics is
determined primarily by the impurity states, then such a
partitioning gives a good overall description of the system.
d-electron levels in solids or a chemical active space in an
otherwise uniform molecule can be considered an effective
impurity cut out from a homogeneous system. With a sensible
and physically motivated choice of active space, the impurity
concept can be applied to any system, not only those with an
obvious physical defect. Quantum embedding theories [4] are
therefore powerful methods for strongly correlated electrons.

By construction, electrons in the impurity and bath exist
in different regimes of correlation: static and dynamic. Static
correlation on the impurity is best described by brute force
exact diagonalization of the many-body Hamiltonian. While
the method describes all levels of static correlation, it is far too
expensive for large systems. Correlation among high-energy
degrees of freedom in the bath is described efficiently by
the many-body Green’s function (GF). When the long-lived
quasiparticle concept applies, approximate Green’s function
methods can be applied to much larger systems than wave-
function methods and give excellent results for comparatively
low cost.

In this work, we derive and test a quantum embedding
theory that treats static correlation with the electronic wave
function (WF) and dynamic correlation with the many-body
Green’s function. Unlike previous embedding theories which
treat a single central object (either the WF or GF) described
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at different levels of theory in each space, we consider dif-
ferent quantities in either space. The conceptual key to our
approach is to selectively rewrite the many-body Hamiltonian,
depending on the chosen perspective of the physics. The direct
construction of the Hamiltonian in the WF picture is based
on bare electrons in the vacuum. An equivalent representation
is to describe excitations above a correlated ground state. By
choosing different representations of the Hamiltonian in either
space, we can choose to work with either the WF or GF. For
an immediate summary of the theory and practical workflow,
the reader can skip to Appendix A.

I. INTRODUCTION

A. Brief survey of current methods

We very briefly introduce many-body WF and GF methods
that are relevant to this work. Many modern approaches to
strong correlation in physics study the many-body Green’s
function [1,5]. We refer to such applications of quantum
field theory in condensed matter as many-body perturbation
theory (MBPT), which is distinct from the chemists’ MBPT
based on perturbation in the residual potential (as in Møller-
Plesset perturbation theory or related methods). The GF is a
direct link to spectral information about the system. Particle
addition/removal spectra, as well as the neutral excitation
spectrum, are accessible by solving for the single particle G
or two particle L. In contrast, quantum chemistry focuses on
efficient approximations to the many-body wave function. All
of the same spectral information as with GFs is accessible if
one knows the many-body wave functions for all eigenstates
of the system.

The GW approximation [6–8] and its extension to optical
properties, the Bethe-Salpeter equation [9–12] (BSE), are very
successful GF theories for predicting spectra of weakly to
moderately correlated systems. GW and the common imple-
mentation of the BSE have their limitations, however. BSE
with a static kernel cannot describe multiple excitations [13].
BSE also has a tendency to underestimate triplet excitation
energies and suffers from self-screening error [14]. There is
not yet a widely adopted route to improve these shortcomings
of the BSE, though developing extensions to both GW and
BSE is a very active area of research [13,15–28].

Dynamical mean-field theory (DMFT) is a quantum em-
bedding theory based on the electronic GF. In combination
with the local density approximation (LDA), LDA+DMFT
[29–31] has been very successful in predicting spectral prop-
erties of strongly correlated solids. By including cluster
extensions to DMFT [32,33], one can treat even nonlocal
correlation with high accuracy. LDA+DMFT requires an
approximate double-counting correction which is avoided
with the fully ab initio GW +DMFT method [34–37]. Other
Green’s function embedding methods [38,39], including self-
energy embedding theory [40–44] (SEET), also improve upon
the shortcomings of LDA+DMFT. While they are a great
success overall, all GF embedding theories have a complicated
frequency structure. They require the memory consuming
storage of frequency-dependent quantities (the GF and self-
energy) and the evaluation of difficult frequency integrals.

In contrast with such GF techniques, quantum chemistry
methods based on calculating the electronic wave function are

free of frequency dependence but suffer from a combinatorial
explosion in the basis [45,46]. High-level coupled-cluster [47]
or configuration interaction (CI), including their multirefer-
ence variants [48,49], are very accurate but cannot be applied
to systems larger than a few electrons. A family of mul-
ticonfiguration self-consistent-field methods (MC-SCF), in-
cluding the complete active space self-consistent-field method
(CASSCF) [50,51], simultaneously optimize single-particle
orbitals to a multiconfigurational wave function at the same
time as diagonalizing the many-body Hamiltonian. CASSCF
optimizations are state dependent and include dynamic corre-
lation beyond the orbital active space, which itself is limited
to ∼20 orbitals.

Density matrix embedding theory (DMET) determines the
density matrix (DM) based on a self-consistency condition
similar to DMFT [52,53]. DMET treats fragments of the
full system with a high accuracy, correlated method, and
the rest with an effective medium. At self-consistency, the
local, correlated density matrix on each fragment must match
the effective medium density matrix as closely as possible.
The correlation operators on each fragment are adjusted to
meet this condition. As with other wave-function theories
and unlike GF theories, there is no time variable in DMET.
A related approach is the rotationally invariant slave boson
(RISB) theory, which can be considered a generalization of
DMET. Compared with DMET, RISB includes an additional
quasiparticle weight in the effective medium [54].

Site occupation functional theory (SOFT) is the analog
of density functional theory (DFT) on a lattice model. In
DFT, the ground-state energy is determined by a universal
functional of the electron density. In SOFT, the ground-state
energy is determined by a function of site occupations. The
embedding extension of SOFT, site occupation embedding
theory (SOET) [55–58], replaces the fictitious noninteracting
lattice problem of SOFT (in its Kohn-Sham–type version)
with a partially interacting problem. On the interacting site,
correlation can be treated at a high level. The final result of
SOET is a formally exact embedding scheme where the bath
is described by a site occupation function [57], which must
be approximated in practice. SOET can also be applied to
ab initio quantum chemical problems.

Perturbation theory applied to either a single-reference
or multireference wave function can also give excellent re-
sults for strongly correlated molecules. Methods based on
the Rayleigh-Schrödinger (RS) variant of perturbation theory
avoid the explicit energy dependence of the perturbation
expansion, a feature common to GF methods or Brillouin-
Wigner techniques, but suffer from their own issues like
intruder states [59]. The complete active space perturba-
tion theory to second order (CASPT2) method (and simi-
lar methods based on restricted active spaces [60–62]) has
enjoyed widespread success as a reasonable compromise
between computational cost and accuracy. CASPT2 begins
with orbital optimization simultaneous with full configuration
interaction in an AS, followed by perturbative corrections
to second order. Confusingly, these methods are commonly
referred to as MBPT in the quantum chemistry commu-
nity but are different formalisms than quantum field the-
ory, which is commonly called MBPT in condensed matter
physics.
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FIG. 1. A schematic showing the proposed embedding theory
as an interpolation between two exact theories, CI and MBPT.
At intermediate sizes of D, a configuration interaction problem is
embedded inside of MBPT.

We discuss the similarities and differences between the
work presented in this manuscript and other theories in more
detail in Sec. VI.

B. Motivation

Our goal is to construct a quantum embedding theory
which combines the best features of quantum chemistry, GF
embedding, and GW /BSE theory. To recover the exact Hamil-
tonian as the embedded region increases in size, we use exact
diagonalization (ED) or CI for the electronic wave function
in the embedded region, which we denote D. Both ED and
CI are based on the same, exact Hamiltonian, with their only
difference being the choice of basis. With this choice, the
accuracy of the theory can be systematically improved by
increasing the size of D. In practice, a large embedded region
is numerically intractable, but this limit is a useful theoretical
consideration to test the theory. We must also choose a theory
in which to embed the wave-function calculation. Motivated
by the success of GF theories for weakly correlated systems,
we describe surrounding degrees of freedom with the many-
body GF. Because the WF and GF are fundamentally different
quantities, the embedding framework must serve as a bridge
between two disciplines that are essentially disconnected.

At a high, conceptual level, such an embedding scheme
is shown in Fig. 1. By changing the size of the embedded
region, one can interpolate between a normal CI calculation
(D = I) or a standard calculation with MBPT (D = 0). In
these two limits, we enforce that the embedding must match
these two theories. This requirement is the major guiding
principle behind our approach. At intermediate sizes of D, a
CI problem is embedded inside of MBPT. Ideally, the final
result should be invariant to the choice of embedded region.
This is extremely difficult in practice but is another useful
consideration for constructing the theory.

The choice of embedding CI inside of MBPT is motivated
by their different strengths and weaknesses. High-energy
degrees of freedom in R, the complementary space to D,
are dominated by dynamic correlation which is included
even with simple approximations in MBPT. Such algorithms,
including those based on the GW approximation, include
some dynamic correlation with polynomial scaling and are
size consistent. These methods include correlation among the
full set of orbitals through sums over intermediate states in
the diagrammatic expansion. CI, however, very efficiently
captures static correlation among degenerate configurations or
low-energy degrees of freedom with a single-matrix diagonal-
ization. The CI Hamiltonian is also frequency independent,
making it conceptually and computationally simpler than

frequency-dependent quantities in MBPT. Such correlation
is also accessible with Green’s function methods, in princi-
ple, but requires a challenging self-consistent solution with
difficult frequency integrals. A sensible partitioning of the
Hamiltonian with an embedding theory could capture most
static correlation in a system with a modest-sized CI calcula-
tion and avoid the difficulties of describing static correlation
with the GF. Motivated by these considerations, our goal is to
treat static correlation with CI and dynamic correlation with
MBPT.

To clearly distinguish our theory from previous work, we
point out that we do not use CI as a high-accuracy calculation
of the self-energy or vertex in D [63,64]. Our goal is to keep
the electronic WF in D and never compute a vertex in the
strongly correlated subspace. Treating an embedded vertex in
D would introduce the issues we are trying to avoid: storage of
the GF and vertex, frequency-dependent impurity solvers, etc.
Our theory is also not an application of perturbation theory
based on the residual potential U = v − vMF for mean-field
potential vMF.

II. THEORY

A. Subspace partitioning

In this work, the relevant Hamiltonian is the non-
relativistic, Born-Oppenheimer electronic Hamiltonian

H =
∑

i j

ti ja
†
i a j + 1

2

∑
i jkl

vi jkl a
†
i a†

j alak (1)

for one-body matrix elements ti j = 〈i|−∇2

2 + Uext (r)| j〉 and
Coulomb matrix elements vi jkl = 〈i j|v(r, r′)|kl〉 for two-
body interaction v(r, r′). The N-particle Hilbert space for this
Hamiltonian is all N-particle Slater determinants generated
from orbitals of the noninteracting Hamiltonian.

Partitioning the Hilbert space is intrinsic to any embedding
theory. Because Eq. (1) is defined in a many-body Hilbert
space, we first partition the many-body space and then make a
connection to the single-particle picture. We define projection
operators D and R that project onto the strongly and weakly
correlated portions of the many-body Hilbert space

D =
∑

I

|I〉〈I|; R =
∑

J

|J〉〈J|; I = D + R. (2)

We consider only configurations |I〉 and |J〉 with fixed particle
number N . We define configurations in D as the low-energy
excitations of the system. These are most easily defined in the
single-particle picture with an orbital active space. The AS
can be constructed with an energy cutoff around the Fermi
energy (above and below) or based on chemical intuition
of the problem. An excitation that promotes any number of
AS occupied orbitals to AS virtual orbitals is considered
low energy, and its corresponding N-particle configuration is
in D. Note that this definition includes all excitation levels
|SD〉, |DD〉, |TD〉, . . . for configurations with single, double,
triple, and all higher excitations in D. In quantum chemistry
terms, D is generated as in complete active space (CAS)
theories. D and the orbital AS are related but not identical:
D is a space of many-body configurations, while the AS is a
collection of single-particle states.
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FIG. 2. Orbitals that fall within an energy cutoff around EF are
placed in an orbital AS, shown here in magenta. Configurations with
AS excitations, shown in blue, belong to the many-body subspace D.
Configurations that contain any other transition belong to R, shown
in red. We place configurations of the mixed transition type from AS
to outside AS in R. Excitations include all excitation levels as in
complete active space (CAS) theories of quantum chemistry.

All other configurations are placed in R. Our separation
implies that transitions which mix AS orbitals with orbitals
outside the AS are placed in R. Different projection tech-
niques to define the AS and D are a topic for further study.
Defining D based solely on low-energy transitions is not
mandatory. Here, we focus on the formalism instead of details
of the projection method.

There are two different classifications shown in Fig. 2: one
defining the single-particle AS and one based on configura-
tions. In this partitioning, one cannot say if any given orbital
belongs to D or R. In this projection scheme, R can be con-
sidered a high-energy bath, though the bath is a set of many-
particle configurations or transitions, not individual orbitals.

We use the Feshbach-Schur decomposition [65–67], shown
in Fig. 3, to transform the exact Hamiltonian to an effective,
downfolded Hamiltonian in the D space. This decomposition

FIG. 3. Schematic showing the block structure of the Hamilto-
nian and the matrix multiplication involved in the downfolding. The
full Hamiltonian (a) is partitioned into spaces D and R (b). The effect
of the Löwdin downfolding is to add an energy-dependent correction
to DHD (c). The resulting effective Hamiltonian is of size dim D. In
practice, R can be several orders of magnitude larger than D.

is also known as the Löwdin projection [61,62,68,69]. The
Schrödinger equation can be written in block form based on
the two projectors[

DHD DHR
RHD RHR

][
φ

χ

]
= E

[
φ

χ

]
. (3)

Here, DHD is the Hamiltonian projected only into the D
space. This block of the Hamiltonian corresponds to the
frozen core approximation in configuration interaction, where
R excitations are completely ignored. The component of any
given eigenstate of the full H in the D space, φ, depends
on the solution in R through the off-diagonal blocks of the
Hamiltonian. The energy E is the total electronic energy of
the system. The second line of the equation reads as

[RHD]φ + [RHR]χ = Eχ. (4)

We can solve this equation for the R solution, χ , and insert it
into the first line of the Schrödinger equation:

ZR(E ) = 1

E − RHR ,

χ = ZR(E )[RHD]φ. (5)

We have introduced the resolvent defined by Eq. (5), ZR(E ).
We insert Eq. (5) for χ into the first line of the Hamiltonian:

M(E ) = [DHR]ZR(E )[RHD],

H eff (E )φ = [DHD + M(E )]φ = Eφ. (6)

The downfolding procedure therefore gives an effective
Hamiltonian H eff of the size dim D. Equation (6) is the
effective Schrödinger equation in the D space and is an exact
rewriting of the eigenvalue problem. While the size of the
matrix to diagonalize is much smaller than the original H , H eff

is now energy dependent, and the energy eigenvalue E must be
found self-consistently. The exact solution (equivalent to full
CI or ED) requires inverting the RHR block of the Hamil-
tonian to compute ZR(E ). This is an extremely large space
for any realistic problem and the inversion is numerically
intractable. The remainder of our theory is to find a suitable
approximation for RHR to simplify the inversion.

In matrix notation, H eff is constructed with the matrix
elements

ZR,JJ ′ (E ) = [E δJJ ′ − 〈J|H |J ′〉]−1,

MII ′ (E ) =
∑

J,J ′∈R
〈I|H |J〉ZR,JJ ′ (E )〈J ′|H |I ′〉,

H eff
II ′ (E ) = 〈I|H |I ′〉 + MII ′ (E ). (7)

The indices I and I ′ refer to configurations in D, while J
and J ′ denote R configurations. Matrix elements of H are
evaluated with the Slater-Condon rules [45,70,71], which are
briefly presented in Appendix B. Based on the Slater-Condon
rules, there are certain selection rules for the matrix elements
HII ′ and MII ′ which depend on the differences in occupation
numbers between states I and I ′. The matrix elements 〈I|H |I ′〉
are the CI matrix in the frozen core approximation. The
elements MII ′ , therefore, contain all the correlation beyond the
frozen core approximation and can be considered a dynamical
core correction or a configuration self-energy.
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B. Combining Green’s-function- and
wave-function-based theories

The most important element of our theory is the com-
bination of different methods based on wave functions and
Green’s functions. To demonstrate how we connect these two
theories, we discuss the separation of any total energy into a
ground state and excitation energy. While this is trivial for
eigenstates of the full Hamiltonian, we discuss it in detail
since subtle aspects of this separation for a subspace of the
full Hamiltonian are important for the embedding procedure.

First, consider exactly diagonalizing the full Hamiltonian
in Eq. (1). For total energy eigenvalues Ei and excitation
energies �i = Ei − E0, the Hamiltonian can be written in the
eigenbasis as

H =

⎡⎢⎣E0 0 0 0
0 E1 0 0
0 0 Ei 0
0 0 0 ...

⎤⎥⎦ = E0 +

⎡⎢⎣0 0 0 0
0 �1 0 0
0 0 �i 0
0 0 0 ...

⎤⎥⎦.

(8)

We denote the excitation matrix with eigenvalues �i as simply
�. The lowest element of � is 0 for two reasons: the reference
energy to define the excitation energies is the correlated
ground state, and the correlated ground state is the lowest
eigenvalue of H .

All of the quantities in Eq. (8) are accessible with either
WF- or GF-based methods. In WF-based methods, the eigen-
values of the Schrödinger equation are total energies, and
excitation energies are computed as total energy differences.
In contrast with such quantum chemistry methods, MBPT
computes excitation energies directly as the response of the
system to perturbation, e.g., particle addition/removal or op-
tical excitations. In these GF theories, the degrees of freedom
are quasiparticles (electrons and holes) propagating over the
correlated ground state. The quasiparticle Hamiltonians of
many-body Green’s functions are effective, particlelike equa-
tions of motion with eigenvalues related to excitation energies
of the system.

We use the excitation energies as the connection between
these two theories. When introducing Eq. (8), we assumed
an excitation matrix computed as total energy differences so
that the excitation matrix is � = H − E0. Instead, consider
computing the matrix � with GF. If we compute the excitation
matrix with GF, we effectively replace bare electronic degrees
of freedom with quasiparticles. This transformation is the
quasiparticle renormalization of the many-body Hamiltonian

H → HQP = E0 + �QP, (9)

where �QP is now a quasiparticle (QP) excitation matrix.
Note that the scalar energy on the diagonal, E0, is the same
in Eqs. (8) and (9). By definition of the correlation functions
used in MBPT, excitation energies are also defined with
respect to the correlated ground state. The renormalization
in Eq. (9) is set up for the language and methodology of
many-body GF.

Most importantly, the effective quasiparticle Hamiltonian
of �QP is different than the “bare” excitation matrix defined by
� = H − E0. Quasiparticle Hamiltonians contain sums over
occupied and virtual states at intermediate times, the so-called

diagrammatic expansion. For weak coupling (vi jkl < 1), these
expansions involve products of Coulomb matrix elements that
effectively weaken the strength of the interaction. Certain
classes of diagrams can even be summed to infinite order. The
end result is that matrix elements of the quasiparticle Hamil-
tonian are often weaker than those based on the bare Hamilto-
nian. Computing �QP with a quasiparticle Hamiltonian could,
therefore, converge faster with respect to the many-body basis
or perform better in a diagonal approximation than the bare
Hamiltonian.

MBPT does not give exactly the same eigenstates as wave-
function methods based on diagonalizing Eq. (1). Even exact
eigenstates of MBPT have a finite lifetime derived from the
decay of the bare excitation into many different states. In
practice, however, quasiparticle excitations in many systems
are rather long lived. As long as excitations from MBPT have
sufficiently long lifetime, it is a safe approximation to replace
� = H − E0 with �QP. This is a point we discuss in detail in
later sections. Here, we point out that numerous benchmark
studies comparing the two methods suggest this replacement
is a reasonable approximation in weakly to moderately corre-
lated systems [14,72–74].

Now consider diagonalizing only the block RHR. This is
the block of the Hamiltonian needed for the resolvent, ZR(E ).
The diagonalized RHR is a different matrix than the R block
of the diagonal matrix H . We want to write the projected
Hamiltonian RHR in a way similar to Eq. (8). Working in the
eigenbasis, we are free to subtract some scalar energy from the
diagonal

RHR = ER
0 +

⎡⎢⎢⎢⎣
�R

i 0 0 0

0 �R
j 0 0

0 0 �R
k 0

0 0 0 ...

⎤⎥⎥⎥⎦, (10)

where �R
J ≡ ER

J − ER
0 . Here, ER

J is the Jth eigenvalue of
RHR from exact diagonalization, and ER

0 is an as-of-yet
undefined energy.

Next, we impose physical constraints on the energy ER
0

and eigenvalues �R
J . A fundamental requirement of the em-

bedding is to recover a normal MBPT calculation in the limit
that R → I. For this reason, we assign ER

0 meaning as a
ground-state energy in R and relate �R

J to R subspace ex-
citation energies. While eigenstates of RHR are not physical
excitations since they exist in only a subspace of the full H ,
they can be connected to a physical excitation by enlarging
R . This is the defining criterion for the matrix �R. In the
limit R → I, �R must reach the physical excitation matrix
�. Similarly, the ground state ER

0 must reach the physical,
correlated ground state E0.

We point out that the lowest eigenvalue of �R, the matrix
in Eq. (10), is not zero. Unlike in Eq. (8), even the lowest
eigenvalue of RHR is itself an excited state or, in other words,
can be connected to a physical excitation. Even though no
R eigenstate can be connected to the physical ground state,
Eq. (10) is still exactly true for �R

J ≡ ER
J − ER

0 .
In Eq. (10), we now assume that the subspace excitation

matrix �R is computed with MBPT, �R,QP. Assume an
exact diagonalization of RHR to find ER

J . Then, we redefine
the ground-state energy ER

0 as the difference between the
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eigenvalue ER
J and the QP excitation energy �

R,QP
J :

ER
0 ≡ ER

J − �
R,QP
J . (11)

Equation (11) is useful to define the problem, but computing
ER

0 this way requires the exact diagonalization of RHR,
which is extremely expensive. To avoid this expense, we must
develop a different strategy to compute ER

0 . From now on,
we assume �R is computed with MBPT and drop the QP
label. If we can compute the ground-state energy ER

0 and
excitation matrix �R separately, and for less expense than
exact diagonalization, we can assemble them to rewrite the
R Hamiltonian.

The goal of our theory is to perform the same quasiparticle
renormalization as in Eq. (9) for only the weakly correlated
subspace of the full Hilbert space

RHR → HR = ER
0 + �R. (12)

The high-energy space R is dominated by dynamic corre-
lation, which is described very well by MBPT. In D, we
describe static correlation with the bare Hamiltonian; in R,
we treat each configuration as a quasiparticle excitation prop-
agating above a ground state. We construct HR so that it
matches the exact RHR as closely as possible. ER

0 is a
reference energy to define the subspace QP excitation matrix
�R so that both quantities connect to their physical values
as R → I. After computing the renormalized Hamiltonian
HR, we insert it into the denominator of the resolvent in
place of RHR in Eq. (6). We treat HR as “exact” so that
Eq. (6) is not solved perturbatively. We do not take the route
of Brillouin-Wigner (BW) perturbation theory in the residual
operator U = v − vMF for mean-field potential vMF. Such an
order-by-order construction of the resolvent is possible but
introduces a difficult energy dependence at every term in the
expansion. Nor do we apply the Rayleigh-Schrödinger (RS)
variant of the perturbation expansion for ZR. Our procedure to
compute R excitation energies has its own energy dependence
as in BW theory, to be discussed in the next section and
in Appendix D, but it is a different energy than E entering
ZR. We apply perturbation theory to the subspace problem of
diagonalizing RHR, which has a separate energy dependence
than E . If we can diagonalize RHR, even by MBPT, the
connection between D and R is automatically set up through
the resolvent.

While our framework has similarities to other methods
based on the Löwdin partitioning, this is because there is just
one way to exactly partition the many-body Hilbert space.
Our concept and final theory are different than past work
[61,62,65,66]. To transform the R Hamiltonian, we need the
excitation matrix �R and ground-state energy ER

0 .

C. Excitation matrix

To compute the excitation matrix with GF, there are three
conceptual hurdles to overcome. First, we must match the
basis for the excitation matrix to the CI basis. The CI Hamil-
tonian is naturally written up to all excitation levels, while the
typical correlation function for neutral excitations is written
in a basis of only single excitations. The two basis sets must
match for the matrix multiplication of the resolvent ZR(E ) to
be meaningful.

Second, we must eliminate the frequency dependence of
the GF. In general, any many-body GF and its equation of
motion are frequency dependent. Using an exact GF equation
of motion for �R would therefore give an energy-dependent
matrix. However, we want to avoid complicated frequency de-
pendencies, so we must eliminate the frequency dependence
in �R.

Last, we must constrain the calculation of the excitation
matrix to the R subspace. If one considers exactly diag-
onalizing RHR, it is clear that this matrix contains only
intra-R correlation. The corresponding calculation of the
excitation matrix �R with GF must also include only intra-R
correlation.

1. Definition based on Green’s function

Here, for an easier discussion, we briefly abandon our
subspace partitioning to discuss the formalism for the full
Hamiltonian. The continuation to a subspace of the Hamil-
tonian will be discussed later.

We first review the standard theory in MBPT so that our
method can be built as an extension to it. We will restrict
ourselves to optical excitations in this section for illustrative
purposes. The standard approach for computing optical exci-
tations with Green’s functions is based on the electron-hole
correlation function [1,75] L, defined as

L(1, 2; 1′, 2′) = G(1, 1′)G(2, 2′) + 〈�|T [ψ (1)ψ (2)ψ†

× (2′)ψ†(1′)]|�〉. (13)

L describes the propagating portion of the two-particle GF,
defined by the second line of Eq. (13), and ignores the motion
of independent pairs, given by the first line of Eq. (13).
Here, T is the time-ordering operator and |�〉 is the N-
particle ground state [5]. Each number in Eq. (13) is a set
of spatial, spin, and time coordinates 1 = (r1, σ1, t1). In or-
der to approximate exact excitation energies from quantum
chemistry, we restrict possible time orderings to simultaneous
creation/annihilation of one e-h pair (t1 = t1′ ) and instanta-
neous annihilation/creation of a second e-h pair (t2 = t2′).
L can be expanded in a basis of noninteracting electron-
hole pairs, also called single excitations, and its equation of
motion is determined by the Bethe-Salpeter equation (BSE)
[9]. All excitations are accessible, in principle, by solving the
frequency-dependent BSE.

While single excitations are clearly described by the cor-
relation function in Eq. (13), excitation energies of exact
eigenstates which involve the creation of double or higher
noninteracting excitations are hidden in the BSE. These so-
called multiple excitations are contained in the vertex function
	 of MBPT. This is most easily demonstrated in the Lehmann
representation, in which L is written as

LSS′ (ω) =
∑
N 
=0

〈�|Ŝ|N〉〈N |Ŝ′†|�〉
ω − (EN − E0) + iη

−
∑
N 
=0

〈�|Ŝ′†|N〉〈N |Ŝ|�〉
ω + (EN − E0) − iη

, (14)

where Ŝ′† creates the single excitation |S′〉 and the sum runs
over exact eigenstates |N〉 of the many-body system. The
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sum over |N〉 is independent of the outer indices S, S′; any
single-matrix element of L, LSS , contains poles at every,
exact excitation energy of the system. In principle, one needs
only the single, frequency-dependent matrix element LSS to
access all excitations. The excitation energies can be read
off as the pole positions of LSS . In practice, however, this is
extremely difficult. The amplitudes in the numerator of LSS ,
which are the amplitudes for each pole, are extremely small
for most eigenstates 〈N |. The overlap between 〈N | and S′†|�〉
is appreciable only for the eigenstate 〈N | which has the same
principal configuration as S′†|�〉, and perhaps a small number
of additional 〈N |. This makes it impossible to numerically
produce most poles in LSS at the remaining eigenstates with
weak amplitude and extract any meaning as they relate to a
principal noninteracting transition.

The full e-h correlation function L has several poles with
high amplitudes, with each state S′†|�〉 having high overlap
with roughly one 〈N |. Compared to the single element LSS ,
this makes it much easier to find excitation energies and relate
poles in L to a noninteracting transition. Any exact eigen-
state 〈N | of strong single-excitation character should have a
large Lehmann amplitude for a corresponding noninteracting
single transition. However, the correlation function is still in
a basis of only single excitations, and excitation energies for
states with strong multiple-excitation character can still be
difficult to compute. For example, the overlap between any
S′†|�〉 with 〈N | of strong double-excitation character will
be low, making the pole corresponding to 〈N | difficult to
produce.

If we need excitation energies for multiple excitations,
we are free to choose any correlation function which may
have stronger amplitudes at the relevant poles. While it is
not formally necessary to use a different correlation function
to compute multiple excitations, it may make the calculation
much easier. Furthermore, we are not interested in the spec-
trum of the correlation function, only the pole positions. Only
the excitation energy is needed for the excitation matrix �R.
This grants us freedom in choosing which correlation function
to compute. Just as changing from a single-matrix element
LSS to the full L makes it easier to find single excitations,
we introduce a correlation function in the N-particle space to
make it easier to compute multiple excitations. For arbitrary
excitation level m, we write any excitation in the Hilbert space
as a string of m creation and destruction operators acting on
the reference configuration. We write configurations as

|S〉 = a†
αaλ|0〉,

|D〉 = a†
αa†

βaμaλ|0〉,
|T 〉 = a†

αa†
βa†

γ aνaμaλ|0〉 (15)

for reference configuration |0〉 and single-particle creation
(destruction) operators a†

i (ai). Higher excitation levels follow
accordingly. Define the string of excitation operators to create
configuration |J〉, which can take any excitation level, as �̂

†
J :

�̂
†
J =

∏
α,β∈J

a†
αaβ,

|J〉 = �̂
†
J |0〉. (16)

The set of all �̂
†
J generates the entire N-particle Hilbert

space by acting on the reference configuration. The time
dependence of �̂

†
J is inherited from the time dependence of the

Heisenberg operators a†
i . We take all creation and annihilation

operators in the string for �̂
†
J to act at the same time. In this

way, �̂
†
J instantaneously creates the many-body configuration

|J〉, and �̂J instantaneously annihilates it. We use �J without
the operator hat to denote the excitation energy for the creation
process �̂

†
J .

We consider a correlation function L, defined in the {J, J ′}
representation and related to an N-particle GF,

LJJ ′ (t ; t ′) = 〈�|T [ �̂J �̂
†
J ′ ]|�〉 + G0 (17)

for ground state |�〉. If we expand L in a basis of all possible
�̂J and �̂

†
J ′ , the matrix for each time ordering covers the entire

N-particle Hilbert space. With this definition, the outer lines of
L can be any possible excitation, not only singles. In principle,
no excitation is also an allowed state �̂

†
I |0〉 = |0〉, in order

to complete the Hilbert space. In Eq. (17), G0 is our generic
notation for removing the nonpropagating portion of the GF,
G0, from the full N-particle GF, G. This leaves only the time-
evolving portion or N-particle propagator, which we label L.
We do not make any connection between L and experimental
spectra, but only use it for an easier calculation of multiple
excitations.

Now, we return to the embedding problem and consider
LR, which tracks the propagation of only R excitations.
Allowing the outer lines of L to be multiple excitations
is more meaningful than just a difference of convention: it
allows us to directly compute multiple-excitation energies
with a frequency-independent kernel. The connection between
D and R is through matrix elements of the exact Hamilto-
nian DHR. These matrix elements are evaluated using the
Slater-Condon rules (Appendix B) for all excitation levels.
In order to multiply DHR by the resolvent ZR, they must
share a common basis. If we estimate the denominator of
the resolvent with MBPT, we must use MBPT to compute
multiple excitations in an efficient way. Because LR is of
dimension dimR, every excitation is accessible with a static
kernel. This way, the excitation matrix �R can be calculated
in a static framework, and the matrix multiplication between
DHR and ZR is meaningful. This connection is essential
for the embedding. If we base our MBPT calculation on LR,
which is in the basis of only single excitations, instead of LR,
the MBPT basis does not match the CI basis. In this case, the
energy dependence of LR and HR is necessary to couple to
multiple excitations and greatly complicates the embedding.

Returning to the general L, we define the excitation matrix
� as the frequency space equation for L based on Eq. (17). L
can be rewritten in the Lehmann representation by inserting a
complete set of eigenstates and Fourier transforming as

LJJ ′ (ω) =
∑
N 
=0

〈�|�̂J |N〉〈N |�̂†
J ′ |�〉

ω − (EN − E0) + iη

−
∑
N 
=0

〈�|�̂†
J ′ |N〉〈N |�̂J |�〉

ω + (EN − E0) − iη
, (18)
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FIG. 4. Schematic representation of the interacting part of L,
L − L0. In general, both L and the kernel K are functions of
frequency. The reference configuration |0〉 is also included in the
basis for L, though we omit it here for comparison to the subspace
LR which contains only excitations. All excitations in L couple to
all others so that the matrix is not sparse. Each block contains both
time orderings of t, t ′. The electron-hole correlation function L is the
block outlined in red.

where the sum runs over all N-particle eigenstates of the exact
Hamiltonian. L has poles at the exact excitation energies of
the system. This representation is not very useful, however,
since one needs the exact ground state |�〉 and all N-particle
eigenstates |N〉 of the system.

In order to actually compute L, we want to set up a
perturbation expansion for L with MBPT. We define L0 in
terms of independently propagating, noninteracting electrons
and holes. The time dependence of the individual fermionic
operators depends on only the one-body portion of H . The
individual phases associated with each a†

i and a j entering
�̂

†
j combine so that the entire excitation propagates with an

energy given by

�0,J =
m∑

e∈els

te −
m∑

h∈holes

th (19)

for excitation level m and eigenvalues of the one-body Hamil-
tonian ti. The corresponding ω representation is

L0,JJ ′ (ω) = δJJ ′

ω − �0,J + iη
− δJJ ′

ω + �0,J − iη
. (20)

The expansion amplitudes for L0 are all 1 since the noninter-
acting problem is diagonal in this basis. The one-body eigen-
values ti are exactly the particle addition/removal energies of
the noninteracting system.

Next, we assume some frequency-dependent kernel K
which connects the bare L0 to the full L as

L = L0 + L0KL0,

L = L0 + L0K∗L, (21)

where the kernel K∗ is the irreducible version of the full kernel
K . Diagrammatically, we can represent blocks of L as in
Fig. 4. For each block of Fig. 4, the number of external lines
is determined by the excitation levels m and m′ of the basis
states. Each block of K is meant to be taken to any desired
order in the time evolution operator U (t, t ′).

L and K are complicated objects. In this work, our interest
in them is mostly utilitarian: to efficiently compute multiple
excitations and match the basis for CI. Rather than exploring
the exact structure of the kernel K that connects initial and
final states in Fig. 4, we focus on physical approximations
to K . We explore the relationships among L, K , the vertex
function 	, and the BSE in future work.

2. MBPT for LR

We can now discuss a strategy for calculating �R, the fre-
quency space equation for the subspace correlation function
LR. The subspace correlation function of interest is

LR
JJ ′ (t ; t ′) = 〈�R|T [ �̂R

J �̂
R†
J ′ ]|�R〉 + GR

0 . (22)

Here, |�R〉 is a fictitious N-particle ground state that contains
only intra-R correlation, the same ground state discussed pre-
viously. The precise meaning of this state is difficult to define
since we assume the reference configuration always belongs
to D. However, we can still construct an approximate LR

with physically motivated approximations and by enforcing
the correct limits on LR and |�R〉 as R → I or R → 0.

The basic idea is to apply many-body perturbation theory
for LR in the full many-body basis from the exactly projected
Hamiltonian

RHR = R

⎛⎝ N∑
i j

ti ja
†
i a j + 1

2

N∑
i jkl

vi jkl a
†
i a†

j alak

⎞⎠R. (23)

For this subspace Hamiltonian, each interaction line carries
R projectors that check the overall N-particle configuration.
For each new interaction in the perturbation expansion, the
configuration must belong to R, otherwise the entire diagram
is killed by the projector. For an interaction at time t , we
take the two projectors to act at times vanishingly close to
t , t ± ε for ε → 0+. The projectors, therefore, check the
configuration of the system just before and just after each
interaction. Applying the projectors this way requires us to
mix the two conceptual pictures: R acts on the N-particle
configuration, but the diagrammatic expansion for LR only
shows GF lines for the excited particles. We only need to
check the excitations above the reference configuration to
know if a certain diagram/configuration belongs to R, so the
two pictures agree.

To zeroth order in the interaction, the excitation �̂
R†
j prop-

agates indefinitely. This is a terrible approximation since it
neglects all electron-electron interactions. Diagrammatically,
each particle participating in the excitation is described by
a noninteracting single-particle GF line G0. The sum of G0

lines for the excitation �̂
R†
j gives the bare LR

0 , as shown in
Fig. 5(a). LR

0 is a diagonal matrix, as in Eq. (20).
To improve this estimate, we allow each propagating par-

ticle to gain a self-energy describing its interaction with
other electrons. At this level, we assume that LR is still
separable between different particles. Each excited particle is
now described by a dressed G. Diagrammatically, G lines do
not connect to each other. Off-diagonal elements of the self-
energy allow any given electron or hole to decay into any other
within a block for a fixed excitation level. However, blocks of
�R describing different excitation levels are still uncoupled

115134-8



DYNAMICAL CONFIGURATION INTERACTION: QUANTUM … PHYSICAL REVIEW B 99, 115134 (2019)

FIG. 5. Conceptual hierarchy of diagrams approaching the true
LR for single (left) and double (right) excitations. Here, outer lines
can only belong to R excitations. Noninteracting particles (a) con-
tributing to the excitation are given a self-energy (b), then allowed to
interact with each other (c). The dashed line separate electrons from
holes for the shown time ordering. The separate LR

0 term must be
added to panel (c) to produce the full LR.

so that the kernel is block diagonal. At this level, LR is
approximated by 2m separate dressed G lines (m electrons and
m holes) for excitation level m.

Finally, we allow propagating quasiparticles to interact
with each other. For diagrams describing their interaction,
the overall configuration must at all times belong to R. In
principle, all possible time orderings and interactions among
quasiparticles are allowed; this generates the exact kernel KR.
We relate the full LR to the bare LR

0 by some kernel KR∗ as

LR = L0 + LR
0 KR∗LR (24)

in analogy with Eq. (21). Here, internal frequency integrals
are implied. As R grows to contain the entire Hilbert space
R → I, the subspace kernel KR∗ must become the full kernel
K∗. Here, KR∗ contains both levels of improvement over LR

0
discussed above: the dressing of bare particles by a self-
energy and the interactions among all dressed G lines. At this
level of theory, an initial excitation of level m is allowed to
decay through all possible decay channels to excitation level
m′, as in Fig. 4. The full matrix is not sparse, though elements
which couple different excitation levels are expected to be
small. The essential point of this subsection is that MBPT for
LR must begin from Eq. (23).

After Fourier transforming LR in Eq. (22), it gains a
frequency dependence LR(ωR). In analogy with other sub-

space quantities, the frequency ωR is not related to a physical
time or energy. ωR is the frequency variable for the Fourier
transform of Eq. (22). The meaning of ωR is more obvious by
considering the eigenvalues of RHR, as well as the meaning
of the ground state defining the correlation function LR. In the
Lehmann representation for LR, only energy differences of
the type ωR − (ER

J − ER
0 ) enter the denominator. Therefore,

the energy dependence of the perturbation expansion for LR

is not the physical E or ω in the denominator of ZR. More dis-
cussion along this line is in Appendix D. In principle, the time
variables in Eq. (22) also need to be reinterpreted. In practice,
however, ωR can be treated as a generic frequency parameter.

3. Approximations and practical implementation for �R

Now, we focus on the approximations and practical aspects
of computing the excitation matrix �R. We entirely skip the
LR

0 approximation and dress each G0 with a self-energy. Here,
we adopt the GW approximation. In order to constrain the
correlation to the R subspace, we restrict the polarization to
the constrained random phase approximation (cRPA) instead
of the full RPA. In the cRPA, only R transitions enter the
polarization and screen the Coulomb interaction. The cRPA
is already well known in strongly correlated physics for de-
termining effective Hubbard U parameters in GF embedding
theories [76–80]. The resulting interaction WR interpolates
between the fully screened W and bare interaction v as R
changes size from R = I to 0. Accordingly, the self-energy
GWR interpolates between the full GW self-energy and bare
exchange in these two limits.

Note that the internal G line in � = iGWR contains all
poles. Because G and WR exist at the same times, it is
sufficient to constrain only W to satisfy the R projectors.
Essentially, only one G line in the self-energy diagram must
be outside the AS for the overall configuration to belong
to R. We assign this constraint to the polarization entering
the interaction. This construction also depends sensitively
on starting from a true G0, which has poles unambiguously
assigned to single-particle states, instead of a mean field GMF.
The projectors act on noninteracting states, not mean-field
particles, and cannot be applied exactly to a GMF starting
point.

For LR, there are many particles propagating simultane-
ously. We assign a constrained self-energy to each propagat-
ing particle, with each insertion taken at different times as in
Fig. 6. One can roughly argue that the self-energy insertion
for any one particle should be invariant to all possible time
orderings of the overall expansion. To satisfy this invariance,
it follows that the self-energy of each particle should be
constrained in the same way. This is not a rigorous proof, but
a detailed exposition of all possible time orderings, excitation
levels, and diagrammatic insertions for LR is tedious.

Even though the application of R at each interaction ap-
pears to be formally well defined, the mixing of the many-
body projector R with a perturbation expansion based on the
single particle G is extremely complicated. To circumvent
the complexity of applying R exactly, we take advantage of
a known and successful result (the cRPA) and apply it to
our perturbation expansion at the single quasiparticle level.
Crucially, applying the � = iGWR approximation to each
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FIG. 6. Schematic representation of LR
GW . Each particle participating in a single (a), double (b), or higher excitation gains a self-energy

based on the GW series. For a single excitation, interactions at odd numbered times contribute to the hole propagator, while even numbered
times contribute to the electron. The generalization to double and higher excitations follows by alternately assigning interactions at different
times to different particles. The diagram demonstrates the complexity of applying the R projectors at every intermediate time. To avoid a
complex procedure, we simply apply the cRPA at the single quasiparticle level to constrain correlation to R.

particle correctly interpolates between our two required limits.
As R → I, the self-energy correctly reaches the full GW
self-energy. As R → 0, the quasiparticle energies correctly
approach the HF eigenvalues. The special limit of R → 0 is
discussed in detail in Appendix C.

We denote the GF described at this level of approximation
by LR

GW . We assume that G lines are dominated by well-
defined quasiparticles with a long lifetime. By either making
a diagonal approximation or working in the diagonalized-QP
basis, the excitation matrix at this level of theory, �R

GW,JJ ′ , has
only diagonal elements �R

GW,J . Neglecting the imaginary part
of the self-energy, the excitation energy is the sum of these
noninteracting quasiparticle energies:

�R
GW,J =

m∑
e∈els

εGWR
e −

m∑
h∈holes

ε
GWR
h . (25)

The Fourier transform of LR
GW is

LR
GW,JJ ′ (ωR) = δJJ ′

ωR − �R
GW,J + iη

− δJJ ′

ωR + �R
GW,J − iη

. (26)

The poles of LR
GW are determined by the excitation energies

�R
GW,J .
Next, we must include interactions among quasiparticles.

Quasiparticle interactions between the electron and hole are
known to be very important, for example, in optical excita-
tions. We also expect them to be important for the multiple
excitations needed here. We assume a Dyson equation relating
LR

GW to the full LR as

LR = LR
GW + LR

GW KR∗
GWLR. (27)

Equation (27) can be formally solved as

LR = 1

ωR − (
�R

GW + KR∗
GW

) . (28)

By Fourier transforming the exact LR in Eq. (22), the poles
of LR are determined by the energy differences ER

J − ER
0 .

Equating these energy differences with the pole positions of
LR in Eq. (28) sets up an effective 2m-particle Hamiltonian
[81] [

�R
GW + KR∗

GW

]|ψ〉 = �R
J |ψ〉 (29)

for subspace excitation energies �R
J = ER

J − ER
0 .
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FIG. 7. Schematic representation of the approximate LR. At this
level of approximation, the exact kernel KR∗ is approximated by
separate, two-body interactions for single (a), double (b), and higher
excitations in R . The double-wiggly line represents the partially
screened Coulomb interaction WR, while corresponding exchange
diagrams are implied but not shown. The noninteracting LR

GW must
be added separately to the diagram shown in panel (b).

We can now approximate the kernel KR∗
GW . For a single

excitation in R, we can use exactly the result for the electron-
hole kernel based on our � = iGWR approximation. The
electron-hole kernel is based on the derivative of the self-
energy. In the common approximation to the BSE, the electron
and hole therefore attract via WR and repel via their exchange
interaction v (ignoring variation of W with respect to G). For
multiple excitations, we include pairwise electron-hole inter-
actions using the same WR interaction between all possible
pairs.

The multiple excitations in R also include electron-
electron and hole-hole interactions. For this, we extrapolate
the result for electron-electron terms known for trion matrix
elements [82,83]. Their interaction is similar to the electron-
hole case, except that both their direct and exchange inter-
actions are screened. We use screened direct and screened
exchange interactions among all electron-electron pairs and
hole-hole pairs. The diagram in Fig. 7 represents this approx-
imation diagrammatically. We approximate KR∗

GW with separa-
ble, effective two-body interactions. We take each quasiparti-
cle interaction to occur at different times so that KR∗

GW can be
approximated in this way.

Last, we make a global static approximation to the
frequency-dependent problem shown in Fig. 7. We evaluate
G lines at their corresponding quasiparticle energies, and
take each quasiparticle interaction to be instantaneous. These
approximations transform the frequency-dependent LR prob-
lem into a static renormalized Hamiltonian. The same set of
approximations is very commonly applied to the BSE and
quite successful for predicting optical excitation energies of
weak to moderately correlated systems [10,14,14,72–74]. By
placing low-energy transitions in D, R is effectively a large
band gap system, and we expect the correlation to be weak.
As long as R has well-defined and long-lived quasiparticles,
we can justify the static approximation. The full frequency

FIG. 8. The diagonal approximation to the transformation
RHR → HR dramatically reduces the computational cost while
keeping a quasiparticle description of correlation. Coupling between
the two spaces is computed in the WF picture through matrix
elements of the exact H , DHR, and RHD. The WF description
of hybridization avoids frequency-dependent hybridization between
D and R. The MBPT calculation, and therefore the frequency
dependence of the perturbation expansion, is contained in the R
subspace. The physical E in the denominator of ZR determines the
coupling strength between the two spaces, but E dependence is not
part of the perturbation expansion.

dependence of WR is included in the self-energy GWR but
neglected for interquasiparticle interactions.

We can finally write our approximation to the excitation
matrix �R, which is equivalent to the Hamiltonian in Eq. (29).
We limit �R to a diagonal approximation. The diagonal
approximation in R is the major computational savings of
our approach, as demonstrated in Fig. 8. In such an approx-
imation, there is no coupling between forward and backward
time orderings of LR. The Tamm-Dancoff approximation
(TDA) makes connections to the resolvent of the auxiliary
eigenvalue problem (Appendix D) and projected Hamiltonian
RHR easier since neither quantity has any time ordering.
Even in a diagonal approximation to LR in the TDA, however,
correlation is described at the quasiparticle level. Diagonal
matrix elements of �R are

�R
J = 〈J|�R|J〉

=
m∑

e∈J

εGWR
e −

m∑
h∈J

ε
GWR
h +

m∑
e,h∈J

(−WR,eheh + δσeσhvehhe
)

+
m∑

e ∈ J
e 
= e′

(
WR,ee′ee′ − δσeσe′WR,ee′e′e

)

+
m∑

h ∈ J
h 
= h′

(
WR,hh′hh′ − δσhσh′WR,hh′h′h

)
. (30)

Here, we reintroduce the configuration notation |J〉 to make
the connection to the wave-function picture clear. The basis
sets for the WF and GF calculations are now connected. The
sums in Eq. (30) run up to the excitation level m of the
configuration. e and h denote the excited electrons and holes
of the configuration |J〉: they are exactly the creation and
destruction operators in Eq. (16) that define the configura-
tion |J〉. The final result to compute excitation energies is
relatively straightforward: the one-body part of the effective
Hamiltonian is GWR quasiparticles, and the two-body part
is their interaction via the screened interaction WR. Equation
(30) is not a diagonal approximation to the BSE, though it is
BSE-like.
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D. Ground-state energy

To complete the transformation RHR → HR, we must
also estimate the ground-state energy ER

0 . We discuss formal
limits and definitions, then our procedure for calculating ER

0 .

1. Definition and embedding limits

Consider an eigenstate of RHR given by |J〉 with eigen-
value ER

J . ER
J is on the order of a total energy of the sys-

tem. Assume |J〉 has a corresponding long-lived excitation
computed with MBPT (as outlined previously) with excitation
energy �R

J . The ground-state energy ER
0 is chosen to match

the total energy ER
J :

ER
J = ER

0 + �R
J . (31)

We assume a single value ER
0 exists to match Eq. (31) for all

J . If we exactly diagonalize RHR, we can compute ER
0 as

the difference ER
J − �R

J . Of course, this defeats the purpose
of the transformation since we want to avoid the expense
of diagonalizing RHR. We must develop a different, more
efficient strategy to estimate ER

0 .
ER

0 is difficult to define beyond Eq. (31). Because R
contains only excitations, there simply is no ground state
in R that can be related to the physical ground state. It
is still possible, however, to choose a scalar value ER

0 to
satisfy Eq. (31). While it is unintuitive that this value does
not correspond to an R eigenstate, such a correspondence
is not necessary to satisfy Eq. (31). We can still place some
constraints on ER

0 . In the limit that R → I, we must recover
a standard MBPT calculation with the full H . In this case, we
know that excitation energies are defined with respect to the
fully correlated ground state, so ER

0 → E0.
The opposite limit R → 0 also gives some insight. While

the case R = 0 trivially recovers full configuration interaction
(FCI), consider one configuration in R. This special case is
considered in more detail in Appendix C. In this case, the
exact diagonalization result is simply one diagonal matrix
element. It can be decomposed into a clearly defined ground
state, with energy equal to the energy of the reference config-
uration E ref , and excitation energy. The details are presented
in Appendix C, but this case provides a critical second con-
straint: ER

0 → E ref as R → 0. At intermediate sizes of R, we
enforce that ER

0 must interpolate between these two limits:
E0 < ER

0 < E ref .

2. Partitioning correlation energy

For our estimate of ER
0 , we assume a nondegenerate ground

state and partition the correlation energy of the true ground
state into three distinct parts

E0 = E ref + CDD + CDR + CRR. (32)

Here, CDD is the intra-D correlation, CDR is the inter-space
correlation, and CRR is the intra-R correlation. As D and
R change size, the total correlation energy (C) must stay
constant: the total energy is independent of the partitioning
between D and R. However, the individual contributions Ci j

are allowed to change as the correlation is transferred between
spaces. In the limit D → I, CDD = C; in the limit R → I,
CRR = C.

The change in the correlation energy CRR mimics the
desired behavior for the energy ER

0 . We propose using

ER
0 = E ref + CRR (33)

to estimate the ground-state energy ER
0 . If we can isolate the

intra-R correlation, Eq. (33) correctly interpolates between
our set limits on ER

0 . The limits are summarized as

R → I and CRR → C, ER
0 → E0,

R → 0 and CRR → 0, ER
0 → E ref . (34)

To this end, we introduce another total energy Ẽ0 given by

Ẽ0 = E ref + CDD + CDR. (35)

We see that, if it is possible to compute the energy Ẽ0, we can
isolate CRR and calculate ER

0 as

CRR = E0 − Ẽ0,

ER
0 = E ref + CRR = E ref + E0 − Ẽ0. (36)

Here, we assume that the various correlation energies Ci j are
the same for all three total energies. Generally, this is not
true. It is not possible to simply “turn off” a given part of the
correlation as it appears in the full problem. However, it is an
approximation that can be aided by intuition about choosing
the AS.

It will prove useful to identify where these three contri-
butions to the correlation exist in the partitioned problem
of Eq. (6). CDD exists in the D projected block of H , the
frozen core Hamiltonian. The hybridization CDR exists in
matrix elements of DHR (and RHD). Finally, the intra-R
correlation is in matrix elements of RHR. This portion of the
correlation is contained in the resolvent, which depends on the
inversion of the block RHR.

3. Uncorrelated resolvent

With these considerations in mind, our strategy to estimate
CRR depends on an estimate of the total energy Ẽ0. To cal-
culate the energy Ẽ0, we self-consistently solve Eq. (6) using
an uncorrelated resolvent Z̃

R
(E ). By using an uncorrelated

Hamiltonian in place of RHR, we approximately remove the
intra-R correlation. It is an approximation that the correlation
removed by this procedure is the same as the correlation
energy of the real ground state CRR.

We choose the uncorrelated Hamiltonian based on particle
addition or removal to the reference configuration, with no
interactions among the added particles or holes. The potential
must be fixed at the field created by the reference configura-
tion. In the case of a Hartree-Fock (HF) mean-field starting
point, which we use exclusively in this work, Koopman’s the-
orem dictates that these particle addition energies are the HF
eigenvalues. Matrix elements of the uncorrelated Hamiltonian
H ref (which is diagonal) are

〈J|H ref |J〉 = E ref +
m∑

e∈els

εHF
e −

m∑
h∈holes

εHF
h . (37)

With the uncorrelated resolvent, matrix elements of M(E )
in Eq. (6) are not zero. They still depend on the interspace
elements of DHR and RHD. The purpose of this procedure
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is to remove the intra-R correlation in the resolvent, so that
M(E ) contains only the hybridization CDR. Ẽ0 is the self-
consistent solution of Eq. (6) with the uncorrelated resolvent

Z̃
R

(E ) = 1

E − H ref
. (38)

While this describes the procedure to estimate ER
0 in this

work, there are other possible routes to calculate ER
0 . It could

be possible to estimate CRR with diagrammatics. For example,
one could compute a correlation energy based on the cRPA.
For now, we favor a more diagonalization-based approach.
The RPA is known to introduce spurious bumps in dimer
dissociation curves that could impact our test calculations.

E. Final equations

After calculating the excitation matrix �R and energy Ẽ0,
the effective Hamiltonian becomes

HR = ER
0 + �R,

HR = (E ref + E0 − Ẽ0) + �R. (39)

With this transformed Hamiltonian, the resolvent is

ZR(E ) = 1

E − HR

= 1

E − (E ref + E0 − Ẽ0 + �R)

= 1

(E − E0) − (E ref − Ẽ0) − �R . (40)

Combining the different total energies, we rewrite the resol-
vent as

ZR(ω) = 1

(ω − �) − �R , (41)

where ω ≡ E − E0 and � ≡ E ref − Ẽ0. ω now has the inter-
pretation of an optical frequency or excitation energy. Here,
ω is the physical frequency related to exciting the system.
The ground state (ω = 0) is effectively evaluated not at zero
frequency but at a shift −�. Naively setting the E dependence
of the resolvent in Eq. (6) to E0 for a ground-state calculation
leads to double-counting errors. � is a shift determined by
how close the energy of the reference configuration is to the
energy Ẽ0. � can also be thought of as a double-counting
correction to the physical ground state. Consider an alternative
definition of ER

0 ,

ER
0 = E0 + D.C., (42)

where the fictitious ground state is the true ground state plus
the double-counting correction D.C. Matching this equation
with Eq. (36), we see that the double-counting correction is

D.C. = E ref − Ẽ0 ≡ �. (43)

� is necessarily > 0, so that the double-counting correction
in Eq. (42) increases the energy from E0 to ER

0 . � corrects
potential double-counting errors in the ground state, and our
procedure to compute excitation energies does not double-
count correlation. The overall theory is double-counting free
without any adjustable parameters.

FIG. 9. Schematic (not real data) showing total energy curves
for the ground (magenta) and first excited (green) states on a grid
of ω values. Poles at the right side of the ω axis are derived from
R excitations. For each excited state, the self-consistent solution
intersects the diagonal line where ω = �i.

We rewrite the full set of equations for clarity:

ZR(ω) = 1

(ω − �) − �R ,

M(ω) = [DHR]ZR(ω)[RHD],

HDCI(ω)φ = [DHD + M(ω)]φ = Eφ. (44)

The energy eigenvalue of Eq. (44) is still the total electronic
energy of the system. The energy-dependent correction M(ω)
to the frozen core Hamiltonian gives a dynamical version of
configuration interaction. Because we treat the ω dependence
explicitly, and to reflect the dynamical character of quasipar-
ticles, we adopt the name dynamical configuration interaction
(DCI). The final result is that an active space wave function is
dynamically embedded in a bath of interacting quasiparticles.

We treat the energy dependence of the resolvent exactly
instead of approximating E by an estimate of the energy.
There is no self-consistency requirement on ω for the ground
state. Instead, the self-consistency condition for the ground
state is in the self-consistent calculation of Ẽ0 to calculate �.
For each excited state, the excitation energy �i is determined
self-consistently by iterating Eq. (44). The self-consistency
condition is on the excitation energy, updated at each iteration
as �i = Ei − E0. Here, Ei is the ith eigenvalue of Eq. (44)
(using i = 1 for the first excited state) and E0 is the lowest
eigenvalue computed at ω = 0. There is no update of the
R Hamiltonian during the self-consistency cycle. A self-
consistent solution in R is allowed but should be done before
diagonalizations of Eq. (44) begin.

The self-consistency requirement on excited states is
shown graphically in Fig. 9. Treating ω as a free parameter,
one can compute total energy curves for each eigenstate on a
grid of ω values. The ground-state energy is always taken at
the frequency ω = 0, and self-consistent excited states inter-
sect the diagonal line in Fig. 9. All solutions are accessible,
in principle, by solving the D -space eigenvalue problem in
Eq. (44). High-energy solutions, derived principally from R
configurations, exist as higher intersections of total energy
curves with the diagonal line in Fig. 9.

�R and ZR(ω) are, in principle, matrices of dimension
dim R. However, our diagonal approximation reduces the
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inversion and matrix multiplication to a simple scalar mul-
tiplication. Importantly, we still use a proper treatment of
correlation in the bath space. Our diagonal quasiparticle ap-
proximation is a better approximation than a diagonal matrix
of RHR. The differences between the effective excitation en-
ergies in RHR compared with �R can be ∼1 Ha. Correlation
is also included in the estimate of the energy ER

0 . The ability
to describe dynamic correlation by correlating the full set of
orbitals beyond the AS with the successful GW approximation
hopefully allows us to use small active spaces, even for large
systems. With our approach, one should not need to enlarge
the AS solely for the purpose of adding dynamic correlation.

III. PROCEDURE AND NUMERICAL DETAILS

A. Electronic structure

Our calculations are based on an initial restricted HF
(RHF) mean-field calculation, followed by a single-shot per-
turbative G0W0,R calculation. We use the FHI-AIMS elec-
tronic structure package based on numeric atomic orbitals
(NAOs) and resolution-of-the-identity (RI) for one- and two-
body matrix elements [84–87]. Our atomic basis sets are
chosen to either match benchmark theoretical calculations
or approximate the complete basis set limit. Basis sets for
individual calculations are specified with the results. We per-
form perturbative G0W0,R@HF calculations by constraining
the polarization entering W to the cRPA. After the G0W0,R
calculation, we write matrix elements of t , v, and W0,R to disk,
to be used in the following DCI calculation. In order to match
the basis for the G0W0,R calculation, our single-particle basis
for DCI is always the canonical RHF orbitals.

B. Many-body basis

Using a diagonal approximation to ZR(ω) is a major
simplification to the many-body basis. Our generation of the
many-body basis is similar to the multireference configuration
interaction singles doubles (MR-CISD) method [46]. If an R
configuration does not couple directly to any state in D, it does
not need to be generated. This reduces the required number of
configurations considerably.

We construct the many-body basis by first choosing the
statically correlated orbitals, which are placed in the orbital
AS. We adopt the quantum chemistry notation of (els, orbs) =
(x, y) to denote x electrons distributed in y statically correlated
orbitals. When feasible, D is constructed by exactly diagonal-
izing this AS, as in a CAS theory. It is also possible to truncate
the excitation level in D with a selected level of CI. When pos-
sible, we construct R by distributing all p electrons in the full
spectrum of occupied and unoccupied states q, omitting the
configurations already in D. In this work, we never truncate
the space of unoccupied orbitals or deep occupied states, so
that D is embedded in the full set of transitions.

In matrix notation, the Hamiltonian is built with the matrix
elements

MII ′ (ω) =
∑

J

〈I|H |J〉 1

(ω − �) − �R
J

〈J|H |I ′〉,

HDCI
II ′ (ω) = 〈I|H |I ′〉 + MII ′ (ω), (45)

FIG. 10. Treating each |I〉 in D as a reference, we permute its
occupation numbers to generate all single and double excitations
to form its local set of R configurations {|J〉}. The configuration
in (a) contains only AS excitations and belongs to D. Panels (b)–
(d) are generated as double, single, and double excitations from |I〉,
respectively. The dashed red box encloses configurations which are
not in the local set {|J〉}. Panel (e) is a single excitation from |I〉 but
is already included in D, therefore, it must be omitted from {|J〉} to
avoid double counting. Panels (f) and (g) are triple excitations from
|I〉 and do not couple directly to |I〉. Therefore, (f) and (g) do not
need to be generated or stored.

where I and I ′ are D configurations. Matrix elements of the
many-body Hamiltonian H are calculated with the Slater-
Condon rules, which are located in Appendix B.

The matrix elements MII ′ obey their own selection rules,
dictated by the matrix elements 〈I|H |J〉. If |I〉 and |J〉 differ
by more than two occupation numbers, 〈I|H |J〉 = 0 and the
configuration |J〉 can be omitted altogether from the internal
sum for MII ′ . The corrections MII ′ are zero if |I〉 and |I ′〉
differ by more than four occupation numbers. Based on this
selection criterion, we treat each |I〉 as a reference configura-
tion. We generate all single and double excitations from |I〉
to form its local set of configurations {|J〉} from the R space,
as demonstrated in Fig. 10. The set {|J〉} is generated as an
O(p2q2) operation. The calculations are well suited to par-
allel computers because there is no communication required
between the different sets {|J〉} to compute the internal sums
for M(ω).

Excitations of arbitrarily high level are naturally included
in the many-body basis, depending on the highest excitation
level in D. For example, generating the local set of {|J〉}
for a 6× excitation in D will include 8× excitations in R.
The procedure, therefore, gives a balanced treatment between
ground and excited states since all D configurations couple
to roughly the same number of R determinants. This bal-
anced generation of determinants is the main attraction of
MR-CISD. All reference configurations should be placed in
D where they are treated exactly, including all off-diagonal
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FIG. 11. Computational workflow for a DCI calculation. Self-
consistency cycles are indicated by blue boxes. Initializing excitation
energies at ω = 0 is a reasonable starting point for self-consistency.
The index i refers to the state of interest, while j is the jth iteration
in the self-consistency cycle for state i.

coupling. The description of multireference states can be
improved by systematically expanding the AS and adding
configurations to D. The diagonal approximation in R is only
meant to add dynamic correlation to D.

C. Computational workflow

The computational procedure for a DCI calculation is a se-
ries of matrix constructions and diagonalizations. Depending
on the step, we use the resolvent ZR or Z̃

R
, and the Hamilto-

nian must be iterated to meet any self-consistency condition.
The overall procedure is summarized in the flowchart shown
in Fig. 11.

The first step is to determine the double-counting correc-
tion �. The Hamiltonian is first constructed with the uncorre-
lated resolvent evaluated at the reference energy Z̃ (E = E ref ).
The lowest eigenvalue of the matrix diagonalization gives the
first estimate to the total energy Ẽ0. The evaluation energy
is then set to Ẽ0, and the procedure is iterated until self-
consistent. The shift � is calculated as � = E ref − Ẽ0 for the
self-consistent Ẽ0.

After calculating �, we compute the ground-state energy.
We set ω = 0 in Eq. (44), and the lowest eigenvalue of the
matrix diagonalization is E0. If one needs only the ground-
state energy, the calculation is finished.

An arbitrary number of excited states can be calculated
in a similar way as the determination of �. For excited
states, HDCI is built with the resolvent ZR(ω) as in Eq. (44).
Each excited state must be treated separately, one at a time,
since ω is state dependent. The ith eigenvalue of the matrix
diagonalization (counting the first excited state as i = 1) gives
the total energy Ei. The excitation energy is calculated as
�i = Ei − E0, a new Hamiltonian is constructed at ω = �i,
and the procedure is iterated until self-consistent.

IV. RESULTS

Molecular dissociation is a difficult multireference
problem and a benchmark test of strongly correlated methods.
In the dissociation limit, the wave function with the correct
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FIG. 12. H2 dissociation for (2,6) DCI compared to other ap-
proaches (see text for definition of abbreviations). The black line is
the full CI reference result [90]. We use the aug-cc-pVQZ basis set
for comparison with reference data [91,92].

symmetry cannot be written as a single Slater determinant.
Mean-field theories which optimize single-particle states
around a single Slater determinant, therefore, cannot correctly
describe such dissociation. Even many-body methods
which are biased towards a single reference may fail in
bond-breaking problems.

We first test our theory by dissociating H2 with a (2,6)
active space, shown in Fig. 12. While performing H2

dissociation with a relatively large (2,6) AS may seem “easy”
for a wave-function-based method, it is still an important
first test of the theory. Many approximate methods, including
GF-based methods such as RPA or BSE [88], contain
spurious maxima in the dissociation curve. It is not clear, just
by examining the equations, if our underlying GF calculation
in R based on a single reference introduces similar errors to a
DCI calculation. The formalism for computing the correlation
energy directly from the GF is different than ours, but DCI
must still be checked for any similar errors. Additionally, our
approximate double-counting correction � must be tested.
Particularly in the dissociation limit, the behavior of � is
unknown.

Our DCI calculation for H2 is free of any spurious maxima
or other obvious errors of the underlying single-reference
GWR calculation. For a modest-sized matrix diagonalization,
DCI outperforms scGW and r2PT [89], a renormalized per-
turbation theory treatment up to second order. H2 dissociation
based on the BSE improves upon the scRPA and scGW re-
sults, but still contains a maximum in the intermediate region
[88] (not shown here). Self-interaction errors are exaggerated
in H2 because of its small size and are a potential problem
for GF methods dissociating H2. DCI does not include any
self-interaction effects in D. As expected, DCI correctly
describes the multireference character of the wave function
in the dissociation limit. There is a slight overestimate of
dynamic correlation near equilibrium, and overestimate of the
total energy in dissociation. We discuss possible sources for
these errors later. Our conclusion from Fig. 12 is that the
overall construction based on GWR quasiparticles, screened
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interquasiparticle interactions, and the double-counting cor-
rection � are on stable footing.

We next consider the more challenging problem of break-
ing the triple bond of N2, with our results shown in Fig. 13.
The nitrogen dimer presents even greater multireference char-
acter than H2 while adding electrons and dynamic correlation
to the dissociation. We use the cc-pVTZ basis set for compari-
son to our reference data [93]. To test the quality of the embed-
ding, we use only the minimal (6,6) AS derived from atomic p
states. Dissociation in the minimal AS of N2 presents a much
more difficult test than the H2 dissociation shown in Fig. 12.

At equilibrium, DCI overestimates the dynamic correlation
in N2 compared to full configuration interaction quantum
Monte Carlo (FCIQMC) results [93]. Here, we see an error in-
troduced by the underlying MBPT calculation. The BSE with
a static vertex underestimates the lowest optical excitation en-
ergies of N2 [94]. If R excitation energies are underestimated,
the poles of ZR(ω) are shifted too far in the −ω direction, ex-
aggerating the corrections M(ω) and affecting the total energy.
It is difficult to compare the multiple-excitation energies in R
to any benchmark data, but our present calculation suggests
that dynamic correlation in R is overestimated. A different
approximation in R may perform better, though improving
upon the standard GW /BSE approximation in R is beyond
the scope of our current research.

In the bond-breaking regime, our calculation is
free of spurious maxima or divergences that appear in
single-reference theories. Conventional coupled cluster with
single and double excitations (CCSD), as well as including
perturbative triples [CCSD(T)], both fail in this regard. These
failures are well documented and understood. DCI correctly
describes the multireference character of the triple bond.
DCI also outperforms RPA across the full dissociation for a
modest computational increase.

In the dissociation limit, DCI again overestimates the total
energy. We identify two likely sources of error. The neglect
of the initial deexcitation time ordering in LR is likely a poor
approximation for a multireference system. At dissociation,
the ground-state wave function has high weight on excited
determinants so that an initial deexcitation of a noninteracting
transition has a large effect. However, going beyond the TDA
is not possible in a diagonal approximation. Nonetheless,
our results demonstrate that most multireference character is
contained in D. Furthermore, our estimate of � may introduce
some errors in this regime. Errors in either �R

J or � have the
same effect, which is to shift the poles of ZR(ω) and misrepre-
sent the dynamic correlation in R. Even at the present level of
theory, however, expanding the AS is a clear and systematic
route to improve the result. Without state-dependent orbital
optimization and using only a diagonal approximation in R, it
should be possible to expand the AS to a relatively large size.

A major advantage of DCI is its treatment of excited states.
Some strongly correlated methods, particularly those based on
a variational principle, do not have direct access to excited
states. In practice, there are often techniques to project out
the ground state and compute excitations. The physics be-
hind these approaches is not necessarily transparent, however.
Excited states are naturally included in the DCI concept.
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FIG. 13. N2 dissociation for DCI (6,6). For comparison with
reference data [93], we use the cc-pVTZ basis for the ground-state
energy (a). We also compute ground- and excited-state total energies
in the cc-pVQZ basis (b). We show FCI reference data in the cc-
pVDZ basis set from Ref. [95], shown in dashed lines. Only the
shape of the curves and intersection are meant for comparison to
our results. Plotting only the excitation energies removes the error
in the absolute energy of the ground state (c). Our DCI calculations
do not use spatial symmetries, and we take the state labeling from
Ref. [95].
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TABLE I. Vertical singlet excitation energies (eV) of N2 com-
puted with GW /BSE [94], EOM-CCSD [94,97], and DCI. Our (6,6)
DCI calculations are performed at the experimental bond length of
1.0977 Å. EOM-CCSD calculations from Refs. [94,97] are numeri-
cally close to each other for N2.

N2 cc-pVDZ cc-pVTZ cc-pVQZ

�1 9.00 9.14 9.33
�2 10.33 10.30 10.45

N2 GW /BSE EOM-CCSD DCI Expt. [99]

�1 7.93 9.47 9.33 9.31
�2 8.29 10.08 10.45 9.97

Furthermore, systematic errors in total energies may cancel
with the ground-state energy when iterating ω to compute
excitation energies. The internally consistent treatment of cor-
relation, as well as the balanced generation of determinants,
may improve the performance of the theory for excitation
energies compared to total energies.

To test our description of excited states, we compute the
excited-state potential energy surfaces (PES) of N2 along
the dissociation pathway. Properly describing ground- and
excited-state PES is important for understanding reaction
dynamics in quantum chemistry. PES feature avoided cross-
ings and conical intersections along the reaction pathway,
whose near degeneracies and multireference character are an
extremely demanding test of any theory.

Our N2 PES are shown in Fig. 13. Qualitatively, our results
are similar to the FCI results in Ref. [95]. The lowest three
excited states are relatively similar in shape to the ground
state, with some crossings between different levels. These
low-energy surfaces are described reasonably well by CC
(not shown here) in other work. However, higher excited PES
feature a difficult conical intersection. The coupled-cluster
variants tested in Ref. [95] miss this feature. The quintet
5�u state is primarily a double excitation, while the crossing
c1

3�u state is a single excitation. Only a multireference theory
treating both excitation levels equally, without any bias, can
properly describe their crossing. In our calculation, all AS
excitations up to 6× are treated equally, with each bare ex-
citation gaining a correction M(ω) from remaining degrees of
freedom. Our DCI calculation closely mimics the FCI results
of this intersection.

TABLE II. Vertical singlet excitation energies (eV) of C2 com-
puted with GW /BSE, EOM-CCSD [94,97], and DCI. Our (8,8)
DCI calculations are performed at the experimental bond length of
1.2425 Å. With no reference data available for GW /BSE, we perform
our own GW /BSE calculation for C2 at the G0W0@HF level.

C2 cc-pVDZ cc-pVTZ cc-pVQZ

�1 1.19 1.09 1.11

C2 GW /BSE EOM-CCSD DCI Expt. [97]

�1 <0.1 1.33 1.11 1.23

For a more quantitative comparison, we report the low-
lying excitation energies at equilibrium in Table I. Again,
we use the (6,6) AS and test the theory against equation-
of-motion coupled cluster with single and double excitations
(EOM-CCSD), BSE, and experiment. For completeness, we
report a small basis set convergence study in the Dunning
basis sets [96] to the cc-pVQZ level. GW /BSE noticeably
underestimates the lowest excitation energies of N2. As dis-
cussed previously, this is most likely the reason for the overes-
timate of dynamic correlation near equilibrium in Fig. 13. GW
relies heavily on the physical picture of screening, which is a
relatively small effect in such small molecules, and could lead
to large errors for GW /BSE in such small systems. In DCI,
errors from the screening approximation only appear in the
R subspace, minimizing the overall error in D excitation en-
ergies. EOM-CCSD gives good agreement with experiment.
For a very small matrix diagonalization, DCI matches the
benchmark results.
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FIG. 14. Graphical solution for the five lowest singlet excitation
energies of N2 at the experimental bond length of 1.0977 Å (a). The
five lowest singlet excitations of C2 at the experimental bond length
of 1.2425 Å are also shown (b). Both calculations are in the cc-pVQZ
basis set. The self-consistent solution for each excitation energy is at
its intersection with the diagonal, shown in black. Lines are a linear
interpolation between data points

115134-17



MARC DVORAK AND PATRICK RINKE PHYSICAL REVIEW B 99, 115134 (2019)

We also compute the lowest singlet excitations in C2,
shown in Table II. The carbon dimer presents a similar
challenge of multiconfigurational character combined with
dynamic correlation. At the configuration interaction singles
(CIS) level of theory, the first excitation energy in C2 is even
<0 [97]. To describe the unusual bonding of C2, which is not
an ordinary double bond [98], we use an (8,8) AS to capture
more static correlation. To elucidate the behavior of the theory,
we show graphical solutions for excited states in Fig. 14. The
graphical solutions show a stronger ω dependence for N2 than
C2. The ω dependence for the �2 curve of N2, shown in green
in Fig. 14, is weaker than for �1. The �2 excitation energy
is also overestimated with DCI, suggesting that the weaker ω

dependence of �2 could be an error of the theory, AS, or basis
set. By placing all high-energy excitations in R, the excitation
energies are well-behaved, monotonic functions of ω.

V. DISCUSSION

We now discuss particular aspects of DCI and the accu-
racy of the underlying approximations. We first consider the
static approximation to LR and the neglect of Im�. Both
approximations assume that we are dealing with long-lived
excitations. Long quasiparticle lifetimes are not guaranteed
but often the case for weakly correlated systems. Long-lived
excitations in R is an easier condition than for the physical
excitations of H . R is effectively a large band gap system,
which we expect to be less correlated than the full Hilbert
space. By attaching R projectors to the interaction, we remove
diagrams containing lines near EF and energetically near each
other. This restriction limits the number of possible decay
channels and restricts transfer of spectral weight away from
the single-particle peaks. Accordingly, subspace quasiparticle
lifetimes are longer than their corresponding physical states.
In the limit that R → 0, GWR quasiparticles reach their
HF limit and have infinite lifetime. Therefore, the accuracy
of a static approximation to �R is controlled by the same
systematic convergence that expands D and shrinks R.

We use only a diagrammatic construction for G and avoid
any mean-field starting point. Even though KS-DFT eigenval-
ues are often closer to quasiparticle energies than HF eigenval-
ues, using a mean-field GF (GMF) would introduce a double-
counting problem similar to LDA+DMFT. R projectors apply
only to configurations of noninteracting particles. Therefore,
we begin the expansion for LR from a true L0 based on nonin-
teracting particles, then add only those self-energy insertions
which we know can be constructed diagrammatically. Under
this principle, any insertion can always be decomposed into
diagrams containing only G0 lines. Both a self-consistent set
of HF diagrams and a G0W0,R insertion obey this rule.

Our construction of the kernel KR∗
GW and calculation of

excitation energies with Eq. (30) is motivated by a physically
meaningful approximation. It may be possible that KR∗

GW can be
further reduced by cutting of LR

0 diagrams in the perturbation
expansion. Even so, KR∗

GW does not include every possible
diagram, and we can still use it as an effective building block
for a series expansion. In a Dyson series based on KR∗

GW , each
term depends on a different power of KR∗

GW so that there are no
repeated terms in the expansion. This is an unusual case where
it could be advantageous to use a kernel which can be further

reduced instead of the actual irreducible kernel. Any freedom
in choosing the irreducible building block for a perturbation
expansion in approximate theories is very interesting. In our
case, we allow the system to propagate for a finite amount
of time, gaining interactions and correlation at each time
step, before we stop the expansion to form the irreducible
part. Then, repeated applications of KR∗

GW build up the full
kernel KR

GW .
The general embedding framework is flexible. For large

systems, D can be generated with truncated CI, for example
CISDT [100], instead of full CI. This approach could be
advantageous for large, single-reference systems that require a
beyond GW or beyond GW /BSE treatment without resorting
to expensive coupled-cluster or vertex corrections. Hopefully,
a small dynamical-CISDT problem can give accurate results
at a lower cost. The embedding framework also allows us
to go beyond GW at the single-quasiparticle level in R, in
principle, as long as the correlation (i.e., the vertex) is properly
constrained. Some type of self-consistency in R at the single-
quasiparticle level should also be possible.

A diagonal approximation to ZR has some limitations. For
example, it cannot correctly treat degenerate states since the
degenerate subspace is not diagonalized. Even for degenerate
states at high energy, their treatment can be considered a
statically correlated problem. However, our goal is to treat
only dynamic correlation in R, which is still possible in a
diagonal approximation. The diagonal approximation is best
for eigenstates dominated by D configurations that are dressed
by small contributions from surrounding R configurations.
Going beyond the diagonal approximation to include initial
deexcitations of the system (going beyond the TDA) could
improve the performance for multireference systems.

As mentioned previously, GW /BSE relies heavily on the
physical picture of screening, a concept which does not apply
extremely well to H2, N2, and C2. These molecules have both
low charge density and highly multiconfigurational character,
which do not lend themselves to a simple screening interpre-
tation. Because the errors of the screening approximation only
enter in the R subspace, our results for D excitations are still
in good agreement with other theory and experiment. How-
ever, DCI could perform better for larger, more polarizable
systems for which GW /BSE is already a good approximation.
This is more likely to be true in single-reference systems with
excited states of a strong single-excitation character. If the
bath treatment at the GW /BSE level is already reasonably
accurate, it may be possible to apply DCI to relatively large
systems using only a very small AS. This could be the case, for
example, in d-electron porphyrins or phthalocyanines where
the screening concept should apply to the host molecule
better than in small dimers. Applying DCI to the d-electron
AS would treat d-electron correlation to all orders while
remaining transitions on the host molecule are still described
with good accuracy.

VI. RELATION TO OTHER EMBEDDING THEORIES

We now discuss the major similarities and differences with
other embedding theories. A major difference between DCI
and GF embedding (DMFT, SEET) or density matrix embed-
ding (DMET) is the self-consistency condition. In the GF and
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DM approaches, self-consistency is achieved by matching a
local quantity (GF or DM) with the global quantity of an effec-
tive medium projected into the local subspace. Parameters like
the hybridization between the impurity and bath, which we
generically denote 	, are iterated until this condition is met.
In SOET, both the bath and the hybridization are described by
a site occupation function. When the site occupation is deter-
mined self-consistently, the hybridization is also determined.
These self-consistency conditions are fundamentally different
than the self-consistency condition in DCI, which is only on
the excitation energy.

In DCI, the hybridization between spaces is determined
by matrix elements of 〈I|H |J〉, which are exact. Therefore,
there is no need for iterations to fit 	 self-consistently. In
Appendix E, we expand on the connection to GF embedding.
It is possible to manipulate the DCI equations into a form
very close to DMFT or DMET. If we replace the exact hy-
bridization matrix elements 〈I|H |J〉 with an unknown 	 that
is determined self-consistently, DCI becomes very close to
DMET. By also working with matrix elements of resolvents,
which are frequency dependent and roughly analogous to
correlation functions (see Appendix D), instead of matrix
elements of H , the equations are similar to DMFT. The
major difference between DCI and DMFT/DMET is their
treatment of hybridization and, consequently, their different
self-consistency conditions.

The time dependence of LR is a distinction from DMET
and other wave-function methods. The time dependence or
LR is what allows us to use the GW approximation in the bath
space instead of being restricted to the HF level of theory. Our
use of GW in the bath space is most similar to GF embedding.
We do not perform orbital or fragment transformations, as in
CASSCF or DMET. Compared with AS theories in quantum
chemistry based on multiconfigurational orbital optimization,
DCI is an alternative approach for treating dynamic correla-
tion. We believe that iterations of HDCI are computationally
and algorithmically simpler than MC-SCF optimizations. Our
estimate of the ground-state energy ER

0 is distinct from other
theories, both conceptually and in practice.

DCI is fundamentally a calculation of the wave function. We
only use GF to estimate certain matrix elements. The concept
is somewhat opposite of GF embedding with a wave-function
impurity solver. In such GF embedding, the impurity wave
function is only an intermediate quantity to compute the impu-
rity GF with high accuracy. In DCI, the GF is an intermediate
quantity in order to compute the wave function. In both cases,
the impurity is treated with high-accuracy (ED or CI) and
the bath can be treated with GW . An intriguing case study
would be a comparison between DCI and GF embedding.
First, one would compute the subspace single-particle GF
from the DCI wave function. Next, one would compute the
subspace single-particle GF with GF embedding, using ED
as the impurity solver and GW in the bath. The comparison
between the two subspace GFs would highlight their different
treatments of hybridization and frequency dependence.

VII. CONCLUSION

We have introduced a quantum embedding, or active space,
theory that combines aspects of quantum chemistry, GF em-

bedding, and GW /BSE theory. The theory is parameter free,
systematically improvable, and describes both ground and
excited states. It is naturally suited for multireference ground
states and multiconfigurational excited states. Our initial cal-
culations on dimers suggest that DCI could be competitive
with high-level quantum chemistry methods for excitation
energies. Excited states of N2 and C2, which are difficult
multiconfigurational states, are already well described at the
present level of theory. For a conical intersection along the N2

dissociation PES, our theory outperforms conventional CC.
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APPENDIX A: QUICK GUIDE

The formal considerations for a DCI calculation are as
follows:

1. Choose an orbital active space.
2. Choose a GF approximation in R to compute �R:

(a) Constrain the correlation to R.
(b) Eliminate the frequency dependence.

3. Estimate the ground-state energy ER
0 :

(a) Calculate correlation within the R subspace and add
it to the energy of reference configuration.

(b) Or calculate D and D-R correlation and remove it
from the true ground state.
4. Iterate Eq. (44) until self-consistent.

In this paper, the practical workflow including approxima-
tions is (also see Fig. 11) as follows:

1. Perform restricted Hartree-Fock calculation.
2. Select orbital active space.
3. Perform perturbative G0W0 calculation with cRPA and

output matrix elements of ti j , Vi jkl , εHF
i , ε

GWR
i , WR,i ji j , and

WR,i j ji.
4. Compute �:

(a) Initialize uncorrelated resolvent [Eq. (38)] at HF
total energy Z̃

R
(E = E ref ).

(b) Iterate Eq. (6) using Z̃
R

(E ) until self-consistent.
The lowest eigenvalue is Ẽ0.

(c) Compute � = E ref − Ẽ0.
5. Compute ground-state energy E0 by diagonalizing

Eq. (44) at ω = 0.
6. Compute excitation energies �i.

(a) Construct HDCI at zero frequency ω = 0.
(b) Diagonalize HDCI(ω = 0) and save zero-frequency

excitation energies �ω=0
i = Eω=0

i − E0.
(c) Construct HDCI at frequency ω = �ω=0

i .
(d) Diagonalize HDCI(ω = �ω=0

i ) and iterate until
ω = �i.

(e) Repeat (c) and (d) for the desired excitation
energies.
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APPENDIX B: SLATER-CONDON RULES

The Slater-Condon rules [70,71] express matrix elements
of the many-body Hamiltonian H as sums over single-particle
matrix elements. The rules are well known but we repeat them
here for completeness. We assume a fermionic Hamiltonian,
orthogonal orbitals, and normalized many-body configura-
tions of N particles. For the Hamiltonian of Eq. (1), the
relevant single-particle matrix elements are of the one-body
operator t ,

〈i|t | j〉 = ti j =
∫

dr φ∗
i (r) t φ j (r), (B1)

where t = −∇2

2 + Uext (r) and the Coulomb operator v,

〈i j|v|kl〉 = vi jkl

=
∫

dr dr′ φ∗
i (r)φ∗

j (r′)
1

|r − r′|φk (r)φl (r′).

(B2)

The direct electronic interaction for a pair of orbitals is given
by vi ji j while exchange is vi j ji.

Consider two many-body configurations |�〉 and |� pq
mn〉

which differ by up to two occupation numbers. p and q
denote the occupied states of |� pq

mn〉 that differ from |�〉, while
m, n are the occupied states of |�〉 which differ from |� pq

mn〉.
The number of permutations required to arrange the occup-
ation numbers of |�〉 and |� pq

mn〉 in maximum coincidence is
the number S, an integer.

The indices i and j contain both orbital and spin indices.
The diagonal matrix element of H is

〈�|H |�〉 =
N∑

i∈�

tii + 1

2

N∑
i∈�

N∑
j∈�

(vi ji j − δσσ ′vi j ji ). (B3)

For off-diagonal matrix elements, each permutation of oc-
cupation introduces a sign change so that the total sign of
the matrix element is (−1)S . For one occupation number
difference,

〈�|H ∣∣� p
m

〉 = (−1)S

(
tmp +

N∑
i∈�

(vimip − δσσ ′vimpi )

)
. (B4)

For two occupation numbers different,

〈�|H ∣∣� pq
mn

〉 = (−1)S (vnmqp − δσσ ′vnmpq ). (B5)

A matrix element between two configurations which differ by
more than two occupation numbers is zero. With these rules,
one can evaluate matrix elements described in the text of the
type 〈I|H |I ′〉 or 〈I|H |J〉.

APPENDIX C: R SPACE WITH ONLY ONE
CONFIGURATION

One special case of the embedding is for one configuration
in R. This is the opposite limit of the case R → I, which
matches a normal calculation with MBPT as WR → W . The
case of R → 0 is less transparent, and we elaborate on it
here. The case of R = 0 is too trivial since this obviously
recovers a FCI calculation. The limits of the embedding are
best demonstrated for one configuration in R, which we

denote R = |J〉〈J|. For this case, we know the exact diago-
nalization of RHR since it is only the single-matrix element
〈J|H |J〉.

Any diagonal matrix element of H , discussed in Appendix
B, can be rewritten in terms of the HF eigenvalues. The
HF eigenvalues have meaning as particle addition/removal
energies because of Koopman’s theorem. Using this fact, the
sums in Appendix B can be rearranged so that the diagonal
matrix element is

�
Diag
J =

m∑
e∈J

εHF
e −

m∑
h∈J

εHF
h

+
m∑

e,h∈J

(−veheh + δσeσhvehhe
)

+
m∑

e ∈ J
e 
= e′

(
vee′ee′ − δσeσe′ vee′e′e

)

+
m∑

h ∈ J
h 
= h′

(
vhh′hh′ − δσhσh′ vhh′h′h

)
, (C1)

〈J|H |J〉 = E ref + �
Diag
J . (C2)

This has a clear similarity to Eq. (30), except that the
quasiparticle interactions are now unscreened and quasipar-
ticle energies are replaced by HF eigenvalues. Importantly,
Eq. (C1) is the actual limit of the embedded Hamiltonian
HR based on the partially screened interaction WR. For one
configuration in R, there are no states available for screening
and the interaction WR becomes the bare v. The dynamically
screened self-energy � = iGWR approaches its bare exchange
limit, and quasiparticle interactions are unscreened.

Similarly, the ground-state energy ER
0 correctly becomes

E ref in this limit. The exact R correlation based on the ED
result ER

0 = E ref is CRR = 0. In our embedding, we estimate
CRR as E0 − Ẽ0. For one configuration in R, the energy
Ẽ0 is very close to the true ground-state energy E0. Recall
that Ẽ0 is computed with the uncorrelated resolvent. In this
limit, the uncorrelated resolvent is only a 1 × 1 matrix with a
single-matrix element of H ref in place of the exact H . The
effect of one high-energy determinant on E0 is very small,
and Ẽ0 will be very close to E0. Therefore, the limit of
the ground state for R = |J〉〈J| is correctly ER

0 → E ref . As
with the excitation energy, the actual limit of the embedding
approaches the correct result.

We conclude that

HR = RHR (C3)

when R = |J〉〈J| and the second limit on the embedding
(WR → v, ER

0 → E ref ) is both correct and satisfied by the
theory. For the above equality to be true in this limit, we
ignore self-screening and self-interaction effects that appear
in MBPT and are known to be spurious. We also ignore “self-
correlation” effects to the ground state that cause the small
error 0 < CRR � 1 because Ẽ0 is not exactly E0 in this case.
These self-interaction errors are expected to be extremely
small.
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APPENDIX D: RESOLVENTS AND MANY-BODY
GREEN’S FUNCTIONS

Here, we highlight the similarities and differences between
the resolvent of the Hamiltonian and many-body Green’s
functions to improve understanding of the theory.

First, consider the resolvent of the full Hamiltonian:

Z (E ) = (E − H )−1 = 1

E − H
. (D1)

In the eigenbasis of H denoted {|N〉}, both (E − H ) and
its inverse are diagonal. In this diagonal basis, the effective
amplitudes in the numerator are all one:

ZNN ′ (E ) = δNN ′

E − EN
. (D2)

Z (E ) has poles at the total energies of the system. By adding
and subtracting the ground-state energy E0 to the denomina-
tor, we introduce the argument ω = E − E0:

ZNN ′ (ω) = δNN ′

(E − E0) − (EN − E0)

= δNN ′

ω − (EN − E0)
. (D3)

ω has the interpretation of an excitation energy, and poles of
Z are at exact excitation energies of the system.

Now, examine the exact L(ω). We again assume all the
many-body eigenstates are known. We write the Lehmann
representation for L(ω) as

LJJ ′ (ω) =
∑
N 
=0

〈�|�̂J |N〉〈N |�̂†
J ′ |�〉

ω − (EN − E0) + iη

−
∑
N 
=0

〈�|�̂†
J ′ |N〉〈N |�̂J |�〉

ω + (EN − E0) − iη
. (D4)

The resolvent Z lacks both the Lehmann amplitudes and
different time orderings of the correlation function, but has
the same frequency argument ω and energy differences in
the denominator. Only on a heuristic level, we conclude that
there is some correspondence between the resolvent Z and the
many-body GF L. This naive correspondence is enough for
the present discussion.

Next, we focus on the auxiliary eigenvalue problem in the
R subspace. We must change the notation from the main text
to accommodate off-diagonal matrix elements. J and J ′ refer
to noninteracting excitations, while exact eigenstates of RHR
are labeled ER

N :

[RHR]χ = ERχ (D5)

that determines the eigenvalues ER
N . Its resolvent is

Y R(ER) = 1

ER − RHR . (D6)

Using the frequency ωR = ER − ER
0 , we change the argu-

ment for the resolvent to ωR:

Y R(ωR) = 1(
ER − ER

0

) − (
RHR − ER

0

)
= 1

ωR − (
RHR − ER

0

) . (D7)

In the basis which diagonalizes RHR, {|NR〉},

Y R
NN ′ (ωR) = δNN ′

ωR − (
ER

N − ER
0

) . (D8)

Consider the many-body correlation function LR defined
with respect to the R space ground state. Here, we mean
particle addition/removal to the fictitious ground state, as
described in the text, so that the physical problem emerges
by increasing the size of R. Similar to the case of the full
L, the energy difference entering the Fourier transform of LR

is ωR = ER − ER
0 . The poles of LR are at the total energy

differences ER
N − ER

0 . It shares these characteristics with Y R.
LR is

LR
JJ ′ (ωR) =

∑
NR 
=0

〈�|�̂R
J |NR〉〈NR|�̂R†

J ′ |�〉
ωR − (

ER
N − ER

0

) + iη

−
∑

NR 
=0

〈�|�̂R†
J ′ |NR〉〈NR|�̂R

J |�〉
ωR + (

ER
N − ER

0

) − iη
. (D9)

Comparing Eqs. (D8) and (D9), there is some correspondence
between YR and the correlation function LR. They share the
frequency argument ωR and pole positions ER

N − ER
0 .

Finally, we examine the resolvent ZR, as defined in the
main text. This resolvent is of fundamentally different char-
acter than the previous two since the total energy E cannot
be an eigenvalue of the operator with which it shares the
denominator: this resolvent mixes the two spaces. The exact
resolvent is

ZR(E ) = 1

E − RHR . (D10)

We again use the frequency ω = E − E0,

ZR(ω) = 1

(E − E0) − (RHR − E0)

= 1

ω − (
ER

N − E0
) , (D11)

in the eigenbasis of RHR. The poles of ZR are at the total
energy differences ER

N − E0. Energy differences of this type,
which mix spaces, are difficult to interpret.

Consider trying to construct a correlation function with this
form. We assume there is an initial ground state in some space.
If an excitation is created in the same space containing the
initial ground state, only total energy differences of the type
ER

N − ER
0 or EN − E0 can appear in the complex exponentials

describing the interference among eigenstates. After Fourier
transforming such a GF, these energy differences determine
the pole positions in the denominator. This characteristic of
the GF relies on the fundamental requirement that the excited
state and ground state exist in the same space. This condition
is not met by the denominator of ZR in Eq. (D11).

Therefore, we see no readily apparent connection between
the resolvent ZR and a many-body correlation function. LR is
not a direct approximation to, or reinterpretation of, the resol-
vent ZR. Our estimate of excitation energies with LR is more
similar to an order-by-order, energy-dependent calculation of
Y R than of ZR. The energy dependence of an order-by-order
construction of Y R is of ER, not E .
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This is no surprise if we reconsider the way the theory is
constructed. The guiding principle of our theory is that ER

0
and �R

N should be chosen so that the equality

ER
N = ER

0 + �R
N (D12)

holds. ER
N are the eigenvalues of Eq. (D5), so it follows that

the relevant excitation energies are derived from the resolvent
of Eq. (D5). That resolvent is Y R, or its corresponding corre-
lation function LR, but not ZR.

APPENDIX E: CONNECTION TO GREEN’S
FUNCTION EMBEDDING

Having established some correspondence between certain
resolvents and many-body GFs, we seek a stronger connection
(at a heuristic level) to GF embedding theories.

We start by reconsidering the resolvent ZR:

ZR = 1

E − RHR = 1

(ω − �) − �R . (E1)

In general, the excitation matrix �R is not known. It might be
estimated with an order-by-order construction of the resolvent
Y R, similar to MBPT. Along this line, assume we know the
resolvent instead of the excitation matrix. We search for a way
to write �R in terms of Y R:

Y R = 1

ER − RHR

= 1

ωR − �R

⇒ �R = ωR − (Y R)−1. (E2)

By inverting the eigenvalue problem for �R, we introduce the
frequency ωR to the problem. Written in terms of Y R instead
of �R, the resolvent ZR gains a second frequency dependence

ZR = 1

(ω − �) − �R ,

ZR = 1

(ω − �) − [ωR − (Y R)−1]
. (E3)

Had we chosen to work with the resolvent Y R instead of the
Hamiltonian RHR (or our approximation to it), our formal-
ism would have acquired a second frequency dependence. The
matrix elements which complete the energy-dependent cor-
rections DHR and RHD still have no frequency dependence.

We take the connection to GF embedding one step further
by reexamining the exact resolvent Z . We rewrite the exact
resolvent based on the downfolded Hamiltonian

Z = 1

E − H
= 1

E − [DHD + M(ω)].
(E4)

Inserting the explicit form for the self-energy corrections
M(ω),

Z = 1

E − (DHD + [DHR]ZR[RHD])

= 1

E − (DHD + [DHR][(ω − �) − �R]−1[RHD])
.

(E5)
Using the second line of Eq. (E3), we can rewrite the exact

resolvent Z only in terms of Y R, frequencies, and matrix
elements of H :

Z = 1

E − (DHD + [DHR]{(ω − �) − [ωR − (Y R)−1]}−1[RHD])
,

Z = 1

(E − E0) − (DHD + [DHR]{(ω − �) − [ωR − (Y R)−1]}−1[RHD] − E0)
,

Z (ω,ωR) = 1

ω − (DHD + [DHR][(ω − ωR − �) + (Y R)−1]−1[RHD] − E0)
. (E6)

The mixed resolvent which cannot be related to a many-
body GF, ZR, has been eliminated. On a heuristic level, the
embedded resolvent problem in Eq. (E6) is similar to the
expressions encountered in GF embedding theories. It has two
self-consistency conditions, and the full Z is coupled to the
subspace resolvent Y R.

We identify the two equations for ZR in Eq. (E3) as a
conceptual difference distinguishing our approach from GF
embedding. Our theory is based on the first line of Eq. (E3),
while GF embedding is more closely related to the second. By
introducing a second resolvent from the auxiliary eigenvalue
problem into Eq. (E3), the equations gain a second frequency
dependence. This implies an outer self-consistency loop on
the second frequency ωR.

Since we choose to calculate �R with GF, our ap-
proach does have an ωR dependence in LR(ωR). How-
ever, we choose a single frequency for each matrix ele-
ment. We evaluate each matrix element of �R at a differ-
ent frequency, determined by the quasiparticle energies for
the excited particles. Because we do not need frequency-
dependent kernels to access multiple excitations, it is ef-
ficient to evaluate the ωR dependence of LR(ωR) only
once for each R excitation. We effectively eliminate the
ωR dependence this way. A similar static approximation
based on the single particle G or electron hole L would not
give the same amount of information. If embedding G or
L, frequency integrals are necessary to couple to multiple
excitations.
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