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The particle-particle random phase approximation (pp-RPA) has been used to investigate excitation
problems in our recent paper [Y. Yang, H. van Aggelen, and W. Yang, J. Chem. Phys. 139, 224105
(2013)]. It has been shown to be capable of describing double, Rydberg, and charge transfer exci-
tations, which are challenging for conventional time-dependent density functional theory (TDDFT).
However, its performance on larger molecules is unknown as a result of its expensive O(N®) scaling.
In this article, we derive and implement a Davidson iterative algorithm for the pp-RPA to calculate
the lowest few excitations for large systems. The formal scaling is reduced to O(N*), which is com-
parable with the commonly used configuration interaction singles (CIS) and TDDFT methods. With
this iterative algorithm, we carried out benchmark tests on molecules that are significantly larger than
the molecules in our previous paper with a reasonably large basis set. Despite some self-consistent
field convergence problems with ground state calculations of (N — 2)-electron systems, we are able
to accurately capture lowest few excitations for systems with converged calculations. Compared to
CIS and TDDFT, there is no systematic bias for the pp-RPA with the mean signed error close to zero.
The mean absolute error of pp-RPA with B3LYP or PBE references is similar to that of TDDFT,
which suggests that the pp-RPA is a comparable method to TDDFT for large molecules. More-
over, excitations with relatively large non-HOMO excitation contributions are also well described in
terms of excitation energies, as long as there is also a relatively large HOMO excitation contribution.
These findings, in conjunction with the capability of pp-RPA for describing challenging excitations
shown earlier, further demonstrate the potential of pp-RPA as a reliable and general method to de-
scribe excitations, and to be a good alternative to TDDFT methods. © 2014 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4895792]

. INTRODUCTION

To predict electronic excited states with high accuracy
and efficiency has been a great desire for theoretical chemists
for a long time. Many theoretical approaches'~® have been de-
veloped over the past few decades. Among these approaches,
time-dependent density functional theory (TDDFT)*’ has
been widely used in large systems because of its low com-
putational cost and satisfying accuracy. However, its inabil-
ity to well describe double, Rydberg, charge transfer, and
extended 7-systems excitations® within its formal linear-
response formulation has seen its limitation in many practical
applications.

Recently, the particle-particle (pp-) random phase ap-
proximation (RPA),%10 a counterpart of the more well-known
particle-hole (ph-) RPA,''"1> has been adopted from nuclear
physics'®!7 for applications in electronic systems. Further-
more, the pp-RPA correlation energy can be viewed as a
simplest approximation within the exact formulation of elec-
tronic correlation energy in terms of the adiabatic-connection
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and the pairing matrix fluctuation.® The discussion of pp-
RPA has been extended to many more aspects, including: (1)
the pp-RPA’s equivalence to ladder-coupled-cluster doubles
(ICCD),> 'Y (2) extensive benchmark tests on enthalpies of
formation, reaction energies, reaction barriers, and van der
Waals interactions,'®!? (3) the ladder channel’s performance
on homogeneous electron gas,’*?! (4) the cost reduction
from O(N®) to O(N*) within the ICCD formulation by using
the tensor-hyper-contraction technique.?”> These above discus-
sions are all within the field of correlation energy calculations.
Meanwhile, we developed an approach to calculate excitation
energies based on the pp-RPA.?? It has been tested on a small
number of atoms and molecules to illustrate its ability to de-
scribe double, Rydberg, and charge transfer excitations with a
proper choice of DFT/Hartree-Fock (HF) references. We also
carried out calculations with particle-particle Tamm-Dancoff
approximation (pp-TDA) and the results are very similar to
pp-RPA for those small systems. Moreover, like the linear re-
sponse TDDFT, we formulate our approach®* by investigat-
ing the linear response of systems to pairing fields, which we
name it as the TDDFT-P theory. We conclude that our ap-
proach of calculating excitation energies with pp-RPA is a

© 2014 AIP Publishing LLC
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FIG. 1. Schematic sketch of the relation between pp-RPA and pp-TDA and
the ways to derive them.

special case for the TDDFT-P theory with a bare Coulomb
kernel, without considering the contributions of the pairing
matrix to the exchange correlation energy. The TDDFT-P for-
mulation requires the use of the (generalized) Kohn-Sham
DFT reference in the formulation and therefore naturally jus-
tifies the use of approximate DFT references in practically ap-
plications of pp-RPA.?* The relation between pp-RPA and pp-
TDA and the approaches to derive them can be summarized
in Fig. 1. In addition, Zhang et al.”® have illustrated the calcu-
lations of gradient for excited states as well as ground states,
which makes the geometry optimization for ground states and
excited states applicable through pp-RPA. We also have ex-
tended our attempts to the second-ph-RPA/second-pp-RPA to
include double/non-HOMO excitations,2® which are prohib-
ited by their formal first-order formulations.

Despite these efforts, we were still solving the pp-RPA
equation using the direct diagonalization approach with a
heavy computational cost O(N%), and therefore we are lim-
ited to tests on a small number of systems with few electrons
and small basis sets. To further make this method applicable
to larger systems, a computational algorithm with less compu-
tational cost is highly demanded. More importantly, since the
performance of pp-RPA on large systems excitations is still
not known, an extensive benchmark test is needed.

In this article, we first review the method of calculat-
ing excitations with pp-RPA followed by a Davidson-like ap-
proach to lower the computational cost to O(N*) for a sin-
gle eigenroot in Sec. II. Then in Sec. III we carry out bench-
mark tests with molecules in Thiel’s>”?® and Tozer’s®® test
sets and compare our results with the well-known low-cost
methods including configuration interaction singles (CIS),
time-dependent Hartree-Fock (TD-HF), and TDDFT with
B3LYP(TD-B3LYP) or PBE(TD-PBE) references. Finally, in
Sec. IV we give our concluding remarks.

Il. THEORY AND METHODOLOGY
A. pp-RPA from TDDFT-P

The formal derivation for the TDDFT-P theory has been
presented in Ref. 24. Here, we review some of the most im-
portant parts to give our readers a general impression of this
fundamental theory.

We now consider a Hamiltonian within a pairing field,

H=T+V+W+D, (1)
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in which 7', V, and W represent kinetic energy, external po-
tential, and two-electron interactions, respectively, and D is
the external pairing field,

A

D= % f dxdx' [ D*{(x)Yr(x) + h.c.], )

where ¥/ (x)1/(x) stands for the pair removal part, while h.c.
is short for Hermitian conjugate and it stands for the pair ad-
dition part. In presence of the above pairing field, the pairing
matrix

Kk(x,X) = (WY (x)yi(x)| W) A3)

is not zero. In fact, a perturbative pairing field § D(y, y’; t) at
time 7 results in a tiny change of the pairing matrix 8« (x, X; 1)
at time ¢. If we ignore the higher order terms and only inves-
tigate the first order change, then through the linear response
theory, we obtain a linear pp-response function

Kx, X3y, y;1)
= —i0O(VI[Y ;DY , Yy 09y 01w)  4)

and the linear response equation with the integrated form is

Sk(x,X';1) = /drdydy/K(x, X5y, Yt —1)8D(y,y;1).
)

Note here, the creation and annihilation operators in Eq. (4)
are all in Heisenberg picture.

A non-interacting system |® ) is now assumed to hold
the same electron density and pairing matrix as the interacting
real system at every time. Instead of complicated two-electron
interactions, this non-interacting system only has effective
one-body normal and pairing potentials, and the exchange-
correlation part exists in both potentials. The total pairing
field includes both the internal pairing potential and the ex-
ternal pairing field: 6D° = 8D;,, + §D. This non-interacting
system is a mapping image from the real many-body system
and it has a pp-response function that is much easier to cal-
culate. By changing the coordinate basis to orbital basis and
performing Fourier transform, its pp-response function K° is
simply
6,8,, —6,,.6,,)

pr—qs qr - ps
9(p F)O(q—F)—G(F pIO(F — q)
— (e, +€)+in

pq rs (6!))

(6)

with F standing for the Fermi level. Therefore, the linear re-
sponse equation for the non-interacting system becomes two
separate ones,
3D; (w)
Skjj(@) = — / —, (7a)
w— (€ +¢€;)+in
8D, (w)
w—(€,+¢€)+in’
where i, j stand for occupied orbitals while a, b for virtual
orbitals.
Apart from above response equations that build up the
dependence of 5« on the total pairing field §D’, the changes
of pairing matrix also in turn affect the total pairing field,

Siesy(@) = (7b)
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or more specifically, the internal mean-field pairing potential
dD,,,. We use a response kernel L to represent the dependence

of 6D,,, on é«k and it can be derived that

L,y = (Pqllrs) +2/dxldxzdxidx’z%(xl)ﬁ(?(i)

82E . [p. k] )
<8/c*(x1, X))k (X,, X’z))p ¢, ()6,(%). (8)
with
{pqllrs) = (pqlrs) — (pqlsr) ()

and

¢ (X5 (X)), (X, (X')

[r—r'|

(pqlrs) = fdxdx/ (10)

Plug in the response equation and eliminate the internal pair-
ing potential, after some rearrangement, we come to the
TDDFT-P equation

EdHRC b RS

in which

Aubca = 84c0pa€q +€,) + Loy g (12a)

B = Lapij» (12b)
Cijm=—8ub;(e; +€)+ L s (12¢)

X, = 8k, (w), (12d)

Yij = 5",‘/(0))’ (12e)

[6D?F],, = 8D, (w), (12f)

[D"],; = 8D;;(w). (12¢)

Note here, we have further simplified the equation by re-
stricting a > b, ¢ > d, i > j, and k > [. In real atomic or
molecular systems, we take the limit that the external pair-
ing field D goes to 0. Therefore, setting the right-hand side of
Eq. (11) to be zero, we obtain a generalized eigenvalue equa-

TRl e

Since the response kernel L is still not well known, if we sim-
ply ignore the exchange-correlation part in L in Eq. (8), we
arrive at the pp-RPA equation, with matrix elements being

Aub,cd = (Sucsbd(eu + 6b) + <Clb| |Cd>9 (143)
Byij = (abllij), (14b)
Cij = —088;,(e; +€;) + (ijllki). (140)

B. A Davidson-like method for pp-RPA

The dimension of the square matrices A and C in

N. (N —1 N (N -1 .

Eq. (13) are uir o ) and Mol i ), respectively, and
. . . . N_ (N —1 N (N -1

the dimension of matrix B is wir My =D X e - ). There

N (N —D+N (N -1
are totally M )2 oceNoee ™)

real eigenroots. Among
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N (N, —1) . . .
them, ——¥r— eigenvectors normalize to 1, while the rest
N (N _—1) .
e — normalize to —1

XIX, -y, =+1. (15)

If a real eigenvector normalizes to 1, it is for a pair addition
process and if normalizes to —1, it is for a pair removal pro-
cess. When we calculate excitations with pp-RPA, we usu-
ally start with a (N — 2)-electron system and then add two
electrons back. Therefore, the eigenvalues of our interests are
those lowest ones with normalization to 1.

The time cost for a direct diagonalization approach to
solve the pp-RPA equation (Eq. (13)) is O(NV%) and the mem-
ory space cost is O(N*), with N being the maximum of N,;,
and N, .. For problems with small number of electrons and
also small basis sets, this direct diagonalization approach is
applicable. However, for larger systems, the computational
cost significantly increases with more electron numbers and
basis functions.

We now use the basic idea behind the Davidson method*°
to solve the lowest few pair-addition eigenroots for the pp-
RPA equation with an O(N*) time cost.

We first simplify the notation and write the pp-RPA equa-
tion (13) as

Mu = oWu, (16)

where M is the pp-RPA matrix [A, B;Bf, C] and W is the
diagonal matrix [I, 0; 0, —I]. Suppose for an exact eigenpair
(wy,u;), we approximate it by (@,.1,) such that i, is a linear

combination of v, v,, ..., V,

S
)

w~d=[vivyov, ]| | = Ve 17

Cn

where v’s are basis vectors and they are orthonormalized with
respect to W,

[VIWV],; =4, sen (v/ Wv,), (18)

and c’s are linear combination coefficients. Therefore, the pp-
RPA eigenvalue equation can be approximated by

MVec = &, WVe. (19)
Multiply V7 to the left, we obtain
Me = @&, (V' WV)e, (20)
with
M =V'MV. 1)

The matrix M in Eq. (21) has dimension n, which is the
number of basis vectors and it is usually much smaller than
the original matrix M. By solving the eigenvalue problem
(Eq. (20)), we are able to get the approximated eigenvalue @,
and the coefficients ¢, and therefore the approximated eigen-
vector @, through Eq. (27). To test whether @, is a good ap-
proximation, we calculate the residual r;,

r, = Mii, — &, Wi,. (22)
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If the norm of r; is within a given threshold, we consider the
result to be converged, otherwise, we need to expand the basis
vector space to help obtain a better approximation.

Suppose the difference between u, and @1, is

t=u, — 0. (23)
Then the original eigenvalue problem can be written as

M(i, + t) = 0, W(ii, +t),
(24)
(M — 0, W)t = —(Mii, — o, Wii,).

Assume the approximated eigenvalue @, is already a good
approximation to the real one w;, we would then need to get t
by solving (recall the definition of r; in Eq. (22))

(M — &, W)t = —r,. (25)

To strictly solve the difference vector t, we need to calculate
the inverse of M — @, W, but it is expensive to do so. For-
tunately, following Davidson’s suggestion, a good precondi-
tioner P can be constructed using the diagonal part of M and
the diagonal metric matrix W, since usually, the orbital en-
ergy parts in A and C are much larger than the other matrix
elements,

P, =6,(M; —&,W,). (26)

The inverse for P is easy to calculate and thus the ith element
for the approximated difference vector t is

t, ~ Aw, = —[P7'r];

= —[r—k]". (27)
M;; — & W
As a good approximation to t, the newly calculated vector
Au can be added to the existing basis vector space V to help
further obtain a better approximation to the exact eigenroot
pair until finally converged.

It is worth noting that the way to augment such a basis
vector space is not limited to the Davidson approach only.
Other methods to expand the subspace, such as the Jacobi-
Davidson approach,?’:3? are also applicable. However, be-
cause our goal in this work is simply to lower the com-
putational cost to run benchmark tests rather than to carry
out a method comparison, we only implemented the original
Davidson flavor of this subspace expansion.

C. Detailed work flow

Now let us present our algorithm with a detailed work
flow.

1. Perform a self-consistent field (SCF) calculation for the
(N — 2)-electron system with HF or a chosen DFT func-
tional.

2. Generate an initial guess for the basis vector set. Because
we aim for the lowest n pair addition eigenroots, a good
initial guess can be generated by sorting the sum of any
two virtual orbital energies ¢, = ¢, + ¢, and getting the
lowest m ones (m > n). Suppose the /th lowest value is
€,4» then the /th initial basis vector elements are

[Vilpg = 8epBay- (28)

J. Chem. Phys. 141, 124104 (2014)

3. Calculate matrix-vector product MV using the approach
in Ref. 33. This is one of the most expensive steps in the
whole calculation: for each basis vector, the time cost is
O(N*) and memory cost is O(N?).

4. Calculate vector-vector product M=V’ (MYV). For this
step, the time and memory costs are both O(N?).

5. Solve the reduced generalized eigenvalue problem
(Eq. (20)) to obtain approximated eigenvalues @ and co-
efficients c¢. Because the number of basis vectors is much
smaller than N, the cost in this step is negligible.

6. Sort the approximated eigenpairs (&, Vc) and pick up the
lowest n pair addition ones according to the normaliza-
tion constraint Eq. (15).

7. Calculate residual vectors using Eq. (22). Note here,
instead of calculating Mii, = M(Vc¢), we calculate
(MV)c, in which MV is already calculated in step 3.
Therefore, the cost is also negligible.

8. Calculate the norm of the residual vectors, if all con-
verged, exit. Otherwise, for non-converged roots, cal-
culate the approximated difference vectors Au using
Eq. (27).

9. Orthogonalize Au with respect to V using the general-
ized Gram-Schmidt method. If it is not numerically zero,
calculate the self-product with metric W. Normalize it
and add the to basis space V.

10. Go back to step 3 and continue the loop.

D. Davidson method for pp-TDA
The pp-TDA is simply solving the equation
Au = wu. 29)

The matrix A is a diagonally dominated Hermitian matrix.
Therefore, the pp-TDA equation can be solved using the
canonical Davidson algorithm.?°

lll. RESULTS

We implemented the above Davidson iterative method
on the spin-separated and spin-adapted pp-RPA and pp-TDA
equations'® in QM4D package.’* Then we use it to bench-
mark excitation energies calculated with pp-RPA and com-
pare with TDDFT results calculated with Gaussian 09.% We
use molecules with the number of atoms larger than five in
Thiel’s?”-?® and Tozer’s test sets. If a molecule exists in both
test sets, we use Thiel’s geometry and reference values. Note
that most of these test molecules do not contain particularly
challenging cases for TDDFT calculations of charge transfer,
double and Rydberg excitations, which we have shown pp-
RPA can describe well.2* In other words, these tests are for
the general cases where TDDFT performs well normally.

Limited by the convergence difficulty in the ground state
calculations (especially calculations with the PBE functional)
for some (N — 2)-electron systems, we present a relatively
complete comparison and discussion with different function-
als for 15 molecules with the aug-cc-pVDZ basis set. There
are 24 singlet excitations and 19 triplet excitations in this set.
For each excitation, we perform pp-RPA and pp-TDA calcula-
tions with HF, B3LYP, and PBE references. We also compare
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these results with the well-known computationally efficient
methods including CIS, TD-HF, TD-B3LYP, and TD-PBE in
order to further assess the performance for our approaches.
For the rest molecules, because the PBE functional cannot
converge their (N — 2)-electron systems and methods with
HF references (CIS, TD-HF, pp-RPA-HF) always give un-
satisfying results, we only present converged pp-RPA-B3LYP
results and compare with TD-B3LYP calculations. Note here,
all these excitations chosen are all HOMO excitations or exci-
tations with HOMO excitation characters. HOMO excitations
are usually the most important low-lying excitations that are
of interest, therefore, although we will miss those pure non-
HOMO excitations using the canonical pp-RPA treatment, in
general, we only miss a few important low-lying excitations
in the systems we tested.

A. Basis set convergence test

Basis set convergence is tested along the cc-pVXZ series,
X = D,T,Q, as well as the aug-cc-pVXZ series, X = D,T.
The QM4D program uses Cartesian atomic orbitals and re-
moves basis functions with angular momentum higher than
“f.” We choose butadiene and furan as test molecules. For
each molecule, two lowest singlet and two lowest triplet exci-
tations are investigated.

The results are shown in Fig. 2. Because of a convergence
failure, aug-cc-pVTZ results for HF reference are missing.
It can be seen that for the two DFT references, the excita-
tion energies decrease from cc-pVDZ to cc-pVQZ. The en-
ergies further decrease when it comes to aug-cc-pVDZ. The
difference between the results of aug-cc-pVTZ and aug-cc-

J. Chem. Phys. 141, 124104 (2014)

pVDZ are very small (=0.02 eV). Therefore, we can consider
that the excitation energy is already converged for the aug-
cc-pVDZ basis set. Note here, even though cc-pVTZ and cc-
pVQZ have more contracted Gaussian-type orbitals (CGTOs)
than aug-cc-pVDZ, they do not reach the basis set conver-
gence for excitation energies. The reason is that excited states
are more diffuse than the ground state and in order to describe
a balanced ground state and excited states well, adding dif-
fuse functions is more crucial and more efficient than adding
angular-momentum functions. For calculations with HF ref-
erences, we can observe the similar convergence trend. How-
ever, it converges much slower than DFT references. With the
aug-cc-pVTZ result missing, we cannot guarantee the aug-
cc-pVDZ result is converged. Judging from the figure, it is
very likely that more basis functions are needed considering
its slow convergence behavior. Since the aug-cc-pVDZ basis
is already converged for DFT references and considering the
computational cost, we decide to use aug-cc-pVDZ basis in
all the rest calculations, even though we cannot guarantee a
convergence with the HF reference.

B. Functional performance

The calculation results for the 15 molecules are shown in
Table I. The pp-RPA with HF references (pp-RPA-HF) acci-
dentally has a 0 eV mean signed error, while the error for (pp-
RPA-B3LYP and pp-RPA-PBE) are 0.04 eV and —0.14 eV,
respectively. As to the mean absolute error, the errors are 0.92
eV, 0.40 eV, and 0.38 eV, respectively. These numbers mean
that for pp-RPA, the calculated results distribute around the
benchmark values with very little systematic bias. However,
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FIG. 2. Basis set convergence test for pp-RPA. All calculations show the lowest two singlet and lowest two triplet excitations. Calculations with B3LYP
and PBE references converge fast, with aug-cc-pVDZ showing converged results. Calculations with HF references converge much slower. The importance of
diffuse function is also observed in the convergence behavior, with aug-cc-pVDZ basis providing lower excitation energies than cc-pVQZ. (a) Butadiene by
pp-RPA-HEF, (b) butadiene by pp-RPA-B3LYP, (c) butadiene by pp-RPA-PBE, (d) furan by pp-RPA-HF, (e) furan by pp-RPA-B3LYP, (f) furan by pp-RPA-PBE.



TABLE I. Vertical excitation energies (in eV) from pp-RPA, pp-TDA, CIS, TD-HF, and TDDFT. Numbers in the parenthesis indicate the error. TD-HF instabilities are characterized by imaginary excitation energy, but
are denoted with negative numbers and thus having large negative errors.

Molecule Exci  Ref RPA-HF RPA-B3LYP RPA-PBE TDA-HF TDA-B3LYP TDA-PBE CIS TD-HF TD-B3LYP TD-PBE
Ethene 3B,, 45 3.92(=0.58)  3.62(—0.88)  3.48(—1.02)  3.90(—0.60)  3.58(—0.92)  3.44(—1.06)  3.59(—0.91) 0.74(=3.76)  4.05(—0.45)  4.24(—0.26)
Ethene B, 18 6.26(—1.54)  8.45(0.65) 8.85(1.05) 6.24(—1.56)  8.45(0.65) 8.86(1.06) 7.71(—0.09) 736(—044)  7.38(—042)  7.39(—0.41)
Butadiene 3B, 32 3.22(0.02) 2.53(=0.67)  2.28(—092)  3.11(=0.09)  2.31(—0.89)  2.02(—1.18)  2.63(—=0.57)  —2.18(=538)  2.79(—0.41)  2.95(—0.25)
Butadiene A, 508 5.60052) 6.07(0.99) 5.85(0.77) 5.49(0.41) 5.85(0.77) 5.59(0.51) 4.33(—0.75) 2.95(=2.13)  4.85(—023)  4.99(—0.09)
Butadiene 1B, 618  549(—069)  657(0.39) 6.51(0.33) 538(=0.80)  6.38(0.20) 6.28(0.10) 6.19(0.01) 590(—0.28)  5.56(—0.62)  5.44(—0.74)
Butadiene A, 655 592(—063)  644(—0.11)  611(—044)  582(—073)  630(—025)  595(-0.60)  7.39(0.84) 7.26(0.71) 6.49(—0.06)  6.11(—0.44)
Hexatriene 3B, 24 2.59(0.19) 1.88(—0.52)  1.61(=0.79)  2.49(0.09) 1.68(=0.72)  136(=1.04)  2.11(—=029)  —2.58(—4.98)  2.12(=0.28)  2.28(—0.12)
Hexatriene A, 415 520(1.05) 4.86(0.71) 4.47(0.32) 5.10(0.95) 4.64(0.49) 4.19(0.04) 3.57(—0.58) 1.56(=2.60)  3.94(—021)  4.04(—0.11)
Hexatriene A, 509 542(033) 4.99(—0.10)  4.49(—0.60)  5.34(0.25) 486(—023)  432(=0.77)  6.88(1.79) 6.71(1.62) 5.50(0.41) 5.02(—0.07)
Hexatriene B, 5l 5.03(=0.07)  5.29(0.19) 5.13(0.03) 494(=0.16)  5.09(—0.01)  4.88(=0.22)  5.33(0.23) 5.05(=0.05)  4.60(—0.50)  4.44(—0.66)
Octetraene 3B, 22 2.15(=0.05)  149(=071)  121(=0.99)  2.07(—=0.13)  131(—=0.89)  0.99(—1.21)  1.79(—=041)  —2.74(—4.94)  1.71(—=049)  1.87(—0.33)
Octetraene A, 355 475(1.20) 4.00(0.45) 3.57(0.02) 4.66(1.11) 3.80(0.25) 330(—=025)  3.01(=0.54)  —1.12(—4.67)  326(—029)  3.36(—0.19)
Octetraene A, 44T 502055 4.08(—0.39)  3.53(—=0.94)  4.95(0.48) 3.96(=051)  337(=1.10)  6.39(1.92) 6.32(1.85) 4.80(0.33) 4.17(~0.30)
Octetraene IB, 466  458(—0.08)  450(—0.16)  429(—037)  450(=0.16)  431(—035)  4.05(=0.61)  4.73(0.07) 447(-0.19)  3.96(—0.70)  3.78(—0.88)
Decapentaene 1B, 427  4.69(0.42) 4.60(0.33) 4.40(0.13) 4.61(0.34) 4.40(0.13) 413(=0.14)  4.88(0.61) 4.63(0.36) 407(-020)  3.86(—0.41)
Cyclopropene 3B, 434 422(—-0.12)  408(=0.26)  3.91(=043)  4.14(—020)  3.89(—045)  3.66(—0.68)  3.46(—0.88) 0.67(=3.67)  3.70(—0.64)  3.79(—0.55)
Cyclopropene 1B, 706  587(—1.19)  7.29(0.23) 7.31(0.25) 5.80(=1.26)  7.12(0.06) 8.15(1.09) 6.67(—0.39) 6.40(=0.66)  6.09(—0.97)  5.91(—1.15)
Cyclopentadiene 3B, 325  3.12(=0.13)  266(—0.59)  253(—072)  3.03(=022)  248(—0.77)  231(=0.94)  249(—-0.76)  —2.06(—531)  274(—0.51)  2.91(—0.34)
Cyclopentadiene 34, 509  5.45(0.36) 5.33(0.24) 507(=0.02)  5.36(0.27) 5.15(0.06) 4.86(—023)  4.29(—0.80) 2.94(—=2.15)  4.75(—034)  4.87(—0.22)
Cyclopentadiene ~ 'B, 555  5.16(~0.39)  546(~0.09)  545(—0.10)  5.07(-048)  531(=024)  526(—0.29)  543(=0.12) 5.12(—043)  4.95(—0.60)  4.88(—0.67)
Cyclopentadiene A, 631  6.01(=030)  6.42(0.11) 6.16(=0.15)  5.94(—=0.37)  6.33(0.02) 6.05(—0.26)  7.87(1.56) 7.78(1.47) 6.40(0.09) 5.78(—0.53)
Norbornadiene 34, 372 3.77(0.05) 3.68(=0.04)  3.58(=0.14)  3.57(=0.15)  3.36(—0.36)  3.20(-0.52)  2.87(—0.85)  —148(—5.20)  3.10(=0.62)  3.16(—0.56)
Norbornadiene 3B, 416  4.49(0.33) 4.76(0.60) 4.51(0.35) 4.28(0.12) 4.41(0.25) 411(=0.05)  327(—0.89)  —132(—5.48)  3.63(—0.53)  3.78(—0.38)
Norbornadiene T4, 534 395(-139)  5.36(0.02) 5.34(0.00) 375(=159)  5.05(=0.29)  4.99(—0.35)  5.53(0.19) 530(=0.04)  4.70(—0.64)  4.40(—0.94)
Norbornadiene B, 611  458(-1.53)  6.84(0.73) 6.99(0.88) 438(=1.73)  6.51(0.40) 6.64(0.53) 7.02(0.91) 6.81(0.70) 528(—0.83)  4.94(—1.17)
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TABLE 1. (Continued.)

Molecule Exci  Ref RPA-HF RPA-B3LYP RPA-PBE TDA-HF TDA-B3LYP TDA-PBE CIS TD-HF TD-B3LYP TD-PBE
Furan 3B, 417 3.82(—0.35) 3.49(—0.68) 3.37(—0.80) 3.74(—0.43) 3.33(—0.84) 3.17(—1.00) 3.28(—0.89) — 1.14(—5.31) 3.70(—0.47) 3.89(—0.28)
Furan 34, 548 5.79(0.31) 5.37(—0.11) 5.12(—0.36) 5.71(0.23) 5.22(—0.26) 4.93(~0.55) 4.87(~0.61) 4.07(~1.41) 5.18(—0.30) 5.25(—0.23)
Furan B, 632 5.08(—1.24) 6.57(0.25) 6.58(0.26) 5.00(—1.32) 6.42(0.10) 6.40(0.08) 6.28(—0.04) 5.97(—0.35) 5.93(—0.39) 5.88(—0.44)
Furan A, 657 6.61(0.04) 6.88(0.31) 6.65(0.08) 6.54(—0.03) 6.80(0.23) 6.56(—0.01) 7.89(1.32) 7.77(1.20) 6.58(0.01) 6.28(—0.29)
Pridazine g, 378 1.51(=2.27) 2.68(—1.10) 2.91(—0.87) 1.27(~2.51) 2.33(—1.45) 2.50(—1.28) 4.93(1.15) 4.72(0.94) 3.60(—0.18) 3.15(—0.63)
Pridazine A, 432 2.91(—1.41) 3.41(=0.91) 3.48(—0.84) 2.60(—1.72) 2.90(—1.42) 2.91(—1.41) 6.13(1.81) 5.95(1.63) 4.20(~0.12) 3.53(=0.79)
s-tetrazine 3B,, 1.89 3.28(1.39) 2.19(0.30) 1.86(—0.03) 2.94(1.05) 1.64(—0.25) 1.24(~0.65) 2.40(0.51) 1.89(0.00) 1.47(—0.42) 1.15(—0.74)
s-tetrazine 34, 352 5.38(1.86) 3.67(0.15) 3.16(—0.36) 4.91(1.39) 2.91(—0.61) 2.30(—1.22) 4.67(1.15) 4.38(0.86) 3.15(~0.37) 2.54(—0.98)
s-tetrazine B, 224 3.78(1.54) 2.73(0.49) 2.41(0.17) 3.53(1.29) 2.33(0.09) 1.96(—0.28) 3.54(1.30) 3.32(1.08) 2.27(0.03) 1.85(—0.39)
s-tetrazine A, 348 5.59(2.11) 3.91(0.43) 3.40(—0.08) 5.13(1.65) 3.18(—0.30) 2.58(—0.90) 5.71(2.23) 5.55(2.07) 3.54(0.06) 2.87(—0.61)
Formaldehyde %A, 3.5 1.65(—1.85) 3.15(—0.35) 3.40(—0.10) 1.53(=1.97) 2.85(—0.65) 3.04(—0.46) 3.67(0.17) 3.34(—0.16) 3.10(—0.40) 2.97(—0.53)
Formaldehyde 'A,  3.88 2.00(—1.88) 3.68(—0.20) 3.97(0.09) 1.88(—2.00) 3.43(—0.45) 3.68(—0.20) 4.49(0.61) 4.31(0.43) 3.83(—0.05) 3.71(=0.17)
Acetone 34, 405 3.10(—0.95) 4.13(0.08) 4.24(0.19) 2.92(—1.13) 3.78(—=0.27) 3.83(=0.22) 4.42(0.37) 4.13(0.08) 3.68(—0.37) 3.52(—0.53)
Acetone 1A, 44 3.38(—1.02) 4.56(0.16) 4.66(0.26) 3.20(—1.20) 4.25(~0.15) 4.31(~0.09) 5.15(0.75) 4.98(0.58) 4.31(=0.09) 4.14(~0.26)
Benzoquinone  *B;,  2.51 4.742.23) 2.93(0.42) 2.44(—0.07) 4.07(1.56) 2.05(—0.46) 1.53(—0.98) 3.31(0.80) 3.01(0.50) 1.93(—0.58) 1.42(—1.09)
Benzoquinone  'B;, 278 4.98(2.20) 3.14(0.36) 2.65(—0.13) 4.36(1.58) 2.36(—0.42) 1.85(—0.93) 4.00(1.22) 3.84(1.06) 2.43(—0.35) 1.87(—0.91)
DMABN A, 456 6.14(1.58) 4.96(0.40) 4.56(0.00) 6.04(1.48) 4.70(0.14) 3.90(—0.66) 5.45(0.89) 5.16(0.60) 4.52(~0.04) 4.19(~0.37)
DMABN B, 425 5.68(1.43) 4.68(0.43) 4.24(~0.01) 5.58(1.33) 4.42(0.17) 4.21(~0.04) 5.54(1.29) 5.35(1.10) 4.39(0.14) 3.97(—0.28)
Total MSE 0.00 0.04 —0.14 —-0.16 —0.24 —0.44 0.31 —-0.95 —-0.32 —0.49

Total MAE 0.92 0.40 0.38 0.89 043 0.60 0.79 1.82 0.37 0.49

Singlets MSE —0.23 0.10 —0.04 —~0.38 —0.16 —~0.30 0.84 0.62 —0.24 —0.56

Singlets MAE 1.08 0.36 0.34 1.08 0.34 0.54 0.89 0.83 0.33 0.56

Triplets MSE 0.29 —-0.05 —027 0.12 —0.34 —0.62 —-0.36 —293 —0.42 —0.41

Triplets MAE 0.71 0.46 0.44 0.64 0.54 0.67 0.67 3.08 0.42 0.41

L-¥0LvCl

‘Je je Buep

(#102) ¥0Lvel Lyl ‘sAud ‘way) °r



124104-8 Yang et al.

when we look at the mean absolute error, pp-RPA-HF has
such a large one that even doubles those of pp-RPA-B3LYP
or pp-RPA-PBE. Therefore, pp-RPA-HF is not as accurate as
pp-RPA-DFT to treat lowest few single excitations. Moreover,
when we analyse data from pp-RPA-HF, it happens in many
cases that there lie many excitations with incorrect symme-
try below the targeted excitations. This also happens some-
times in TD-HF or CIS calculations, which might result from
the problem with HF references. For pp-RPA-B3LYP and pp-
RPA-PBE, the mean absolute errors are much smaller which
means that they are much more accurate. The excitation spec-
trum is also clean without inserted wrong symmetry states and
makes it easier to analyze for these DFT references.

C. pp-RPA vs pp-TDA

Unlike the results we observed for small molecules, in
large systems, there is relatively a larger difference between
pp-RPA and pp-TDA. The excitation energies calculated from
pp-TDA is always lower than its corresponding pp-RPA.
Therefore, the mean signed error shifted from close to zero to
—0.16 eV ~ —0.44 eV depending on the reference that is cho-
sen. Even with such a shift, the mean absolute error does not
change much for HF reference or B3LYP reference. However,
for pp-TDA-PBE, both the mean signed error and mean abso-
lute error are much larger than pp-RPA-PBE. These suggest
that pp-TDA gives excitation energies slightly lower than pp-
RPA and its performance is similar or slightly worse than pp-
RPA. This observation is very different from TDDFT, where
TDA results are often better than RPA results.

D. Comparison with conventional computationally
efficient methods

We presented CIS, TD-HF, TD-B3LYP, TD-PBE results
in the last four columns of Table I. It can be seen that CIS
overestimates excitation energies. Among all the tested meth-
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ods, TD-HF is the only one that has stability issues: instead
of real ones, the excitation energies are imaginary (shown
with negative numbers in the table). When we calculate the
error for TD-HF, we use the negative numbers as a punish-
ment for instability issue. Therefore, for TD-HF there is a
large negative signed error and large mean absolute error. For
TD-B3LYP and TD-PBE, they mostly underestimate excita-
tion energies with negative mean signed errors. Compare CIS
and pp-RPA-HF, TD-B3LYP and pp-RPA-B3LYP, TD-PBE
and pp-RPA-PBE, we can see the mean absolute errors are
very similar in each comparison group, which suggests that
our pp-RPA methods are comparable to the convention CIS
and TDDFT methods for large molecules.

E. Singlets vs triplets

We investigated the error for the singlet excitation group
and the triplet excitation group. For pp-RPA-HF and pp-TDA-
HF, the singlet excitations have negative errors while triplet
excitations have positive errors, and triplets excitations have
slightly smaller mean absolute error. For the two DFT refer-
ences, the results are opposite: triplet excitations have more
negative errors and larger mean absolute errors. Therefore,
singlet excitations are better described by pp-RPA with DFT
references. A B3LYP example is shown in Fig. 3.

F. Non-HOMO excitations

It had been our concern for the pp-RPA and pp-TDA
methods because within our regular treatment, non-HOMO
excitations cannot be captured. When the molecule gets
larger, the non-HOMO excitations might play a more impor-
tant role. However, according to the large systems we inves-
tigated, the lowest few excitations very commonly have some
HOMO excitation characters. To our surprise, even if the
HOMO excitation contribution is as small as half in a TDDFT
calculation, our approach still can capture that state well with
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FIG. 3. Error distributions for pp-RPA-B3LYP, pp-TDA-B3LYP, and TD-B3LYP for (a) singlet and (b) triplet excitations. It can be observed that (1) pp-RPA
has nearly even distribution around the zero line with no systematic error, while TD-B3LYP tends to underestimate excitations; (2) pp-TDA excitations are lower
than pp-RPA with slightly larger error; (3) for the pp- methods, most singlet excitations’ errors are within —0.5 eV to 0.5 eV, they are much better described

than triplet excitations with error distributed between —1 eV and 1 eV.
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a reasonably good excitation energy. These excitations with
significant non-HOMO excitation characters are marked with
underlines in Table I. This phenomenon is very similar to dou-
ble excitations for TDDFT: although TDDFT cannot capture
pure double excitations, it can accurately predict the excita-
tion energies for many excitations with both double and single
excitation characters.’® Therefore, even though our methods
with regular treatments cannot capture those excitations with
almost pure non-HOMO excitation characters, they are reli-
able in predicting most of the low-lying excitations with some
HOMO-excitations characters. Note there is another way to
capture non-HOMO excitations with pp-RPA: we can use the
non-ground state of (N — 2)-electron systems as the reference,
somewhat like the use of HF* in our previous work.??

G. Molecules with N—2 convergence difficulties

The starting points for pp-RPA calculations are con-
verged (N — 2)-electron systems. Most systems of interest are
closed-shell systems, therefore, the corresponding (N — 2)-
electron systems sometimes show diradical nature if HOMO

TABLE II. Vertical excitation energies (in eV) from pp-RPA-B3LYP and
TD-B3LYP. Numbers in the parenthesis indicate the error. Only B3LYP re-
sults are reported for the following molecules because PBE cannot converge
their corresponding (N — 2)-electron systems.

Molecule Exci Ref RPA-B3LYP TD-B3LYP
Pyrrole 3B, 4.48 3.79(—0.69) 4.07(—0.41)
Pyrrole 3A1 5.51 5.28(—0.23) 5.22(—0.29)
Pyrrole 14, 6.37 6.69(0.32) 6.33(—0.04)
Pyrrole le 6.57 6.80(0.23) 5.98(—0.59)
Imidazole 34/ 4.69 3.94(—0.75) 4.24(—-0.45)
Imidazole 3A/ 5.79 5.14(—0.65) 5.35(—0.44)
Imidazole A/ 6.19 6.54(0.35) 6.16(—0.04)
Imidazole vy 6.93 7.27(0.34) 6.35(—0.58)
Pyridine 3A] 4.06 4.01(—0.05) 3.91(-0.15)
Pyridine 332 4.64 3.95(—0.69) 4.46(—0.18)
Pyridine 132 4.85 6.00(1.15) 5.45(0.60)
Pyridine IA] 6.26 6.97(0.71) 6.19(=0.07)
Pyrazine lB3u 3.95 4.41(0.46) 3.93(—0.02)
Pyrazine lAu 4.81 5.15(0.34) 4.69(—0.12)
Pyrimidine IB] 4.55 4.32(—0.23) 4.25(—0.30)
Pyrimidine lA2 491 4.84(—0.07) 4.60(—0.31)
Formamide 34/ 5.74 4.39(—1.35) 5.10(—0.64)
Formamide A 7.39 8.21(0.82) 7.53(0.14)
Acetamide 3A/ 5.88 5.49(—0.39) 5.25(—0.63)
Acetamide Y 7.27 6.68(—0.59) 7.10(—0.17)
Propanamide Sy 5.9 6.47(0.57) 5.27(—0.63)
Propanamide Y 7.2 7.33(0.13) 7.00(—0.20)
Cytosine vy 4.66 4.74(0.08) 4.59(-0.07)
Thymine A 52 5.57(0.37) 4.89(—0.31)
Uracil vy 5.35 5.90(0.55) 5.08(—0.27)
Adenine vy 5.25 5.16(—0.09) 4.91(-0.34)
N-phenylpyrrole lB2 4.85 4.83(—0.02) 4.51(—0.34)
N-phenylpyrrole 1A1 5.13 5.23(0.10) 4.57(—0.56)
N-phenylpyrrole 1A1 5.94 6.19(0.25) 4.87(—-1.07)
MSE 0.03 —-0.29

MAE 0.43 0.34

J. Chem. Phys. 141, 124104 (2014)

and HOMO-1 orbitals are very close. This diradical nature
makes it difficult to converge (N — 2)-electron systems.

One extreme case is molecules with high symmetry. If
HOMO and HOMO-1 happen to be degenerate, then the
(N — 2) SCF calculation will be difficult. Even if in some
cases the convergence can be reached, the orbital degenerate
symmetry is not conserved. This category includes molecules
such as benzene and triazine. For them, we still cannot solve
the problem gracefully with the current approach. However,
fortunately, these high degenerated cases are rare, especially
in large molecules.

There are also some molecules without high symmetry
but with (N — 2) convergence difficulties. This often happens
with the PBE functional. However, when some Hartree-Fock
exchange is present, which expands the HOMO-LUMO gap,
SCF convergence is easier to be reached. In Table II, we show
these molecules that cannot be converged with PBE functional
but can be converged with B3LYP functional. It can be seen
that in this set, pp-RPA-B3LYP still has small mean signed
error and TD-B3LYP has a negative error. As to the absolute
error, pp-RPA-B3LYP is 0.03 eV larger than the set in Table I
while TD-B3LYP is 0.03 eV smaller which means pp-RPA
does not perform as well as TD-B3LYP in this set. This rel-
atively large error for pp-RPA might be related to the (N —
2)-electron system: PBE cannot converge, therefore, we an-
ticipate the converged B3LYP results might also be not good
enough. However, the 0.43 eV mean absolute error for pp-
RPA-B3LYP is acceptable although it is larger than 0.34 eV
for TD-B3LYP.

IV. CONCLUSIONS

We derived and implemented a Davidson algorithm for
pp-RPA. The formal scaling is reduced to O(N*), which
makes it possible to be applied to larger systems. We used
this algorithm and carried out benchmark tests on pp-RPA and
pp-TDA on HF, B3LYP, and PBE references. Despite some
convergence problems with (N — 2)-electron systems, we are
able to accurately capture lowest few excitations for systems
with converged SCF calculations. Among them, DFT refer-
ences have better performance with both clean ordered spec-
trum and accurate excitation energies. Excitations calculated
from pp-TDA are lower than pp-RPA. Compared to TDDFT,
there is no systematic bias for pp-RPA with the mean signed
error close to zero. The mean absolute error with B3LYP or
PBE references is similar to that of TDDFT, which suggests
the pp-RPA is a comparable method to TDDFT for the test
molecules. Moreover, despite some concerns for non-HOMO
excitations, in many cases, excitations with relatively large
non-HOMO excitation contributions are also well described
in terms of the excitation energy, as long as there is also a con-
siderably amount of HOMO excitation contribution. There-
fore, the pp-RPA is also a reliable method to solve the lowest
few excitations problems in large systems and it can poten-
tially be a good alternative to TDDFT methods when TDDFT
faces significant challenges, as in the case of charge transfer,
double and Rydberg excitations.??
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