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ABSTRACT: We calculate the excitation energies of finite 1D Hubbard chains with a variety of different
site energies from two perspectives: (i) the physics-based Bethe−Salpeter equation (BSE) method and (ii)
the chemistry-based configuration interaction (CI) approach. Results obtained from all methods are
compared against the exact values for three classes of systems: metallic, impurity-doped, and molecular
(semiconducting/insulating) systems. While in a previous study we showed that the GW method holds
comparative advantages versus traditional quantum chemistry approaches for calculating the ionization
potentials and electron affinities across a large range of Hamiltonians, we show now that the BSE method
outperforms CI approaches only for metallic and semiconducting systems. For insulating molecular
systems, CI approaches generate better results.

1. INTRODUCTION

In the past few decades, great efforts have been made to explore
the excited state properties of various systems via both
experimental techniques and computational approaches. Accu-
rate excited state energies are necessary for interpreting
electronic spectra, constructing optically active molecules, and
designing interfaces between optically active molecules and solid
state materials.1−13

Obviously, calculating exact excitation energies is impossible
for large systems because the Coulomb interaction between
electrons makes it exponentially difficult to diagonalize an N-
body Hamiltonian. As such, we are usually left with approximate
schemes. If one is treating isolated molecules, usually the best
accuracy is obtained with multireference methods, especially
multireference configuration interaction (MRCI).14−17 That
being said, multireference methods are not terribly practical for
solid state systems; for solids, single-reference methods are used
almost exclusively.
In the literature today, within the context of molecular

chemistry, there is a large variety of single-reference methods for
excited states. One approach is to use time-dependent density
functional theory (TD-DFT) to capture dynamic correla-
tion.18,19 A second approach is to extend configuration
interaction singles (CIS).20 Even though CIS is unreliable for
ordering excited states, CIS is inexpensive and the CIS wave
functions are often qualitatively correct. To go beyond CIS,
several options exist, a few of which we list here:

• Time-dependent Hartree−Fock (TDHF): effectively a
full version of CIS that includes electron correlation to the
first order.21

• CIS(D): a second-order perturbative correction to CIS
that is applicable to nondegenerate cases22,23

• CC2: the approximate coupled-cluster singles and doubles
model that iteratively determines the singles and doubles
substitutions as the poles of a true linear response
function24,25

• ADC(2): algebraic diagrammatic construction through
second order26,27

• CIS(Dn): a family of quasi-degenerate second-order
perturbative corrections to CIS28

These single-reference approaches can very often yield
qualitatively correct results.
Now, in the context of solid state physics, the methods above

have not been considered, either because the starting point for
solids is always DFT (and not HF)13,29−32 or because the
methods above were considered too expensive. That being said,
in recent years, there has been an explosion of interest in
correlated excited state methods based on a Green’s function
many-body perturbation theory (MBPT).13,32 The basic idea is
to treat correlated electrons (holes) as approximately independ-
ent quasiparticles and address all electron−electron correlation
effects through the self-energy of the quasiparticle.33−37 Within
MBPT, one can calculate charged excitations with high precision
using, for example, Hedin’s GW approximation38 and neutral
excitations through the Bethe−Salpeter equation (BSE).39

In a recent study, for the case of electron attachment and
detachment energies, we benchmarked GW calculations against
configuration interaction (CI) approaches for a set of 1D
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Hubbard chains.40 In the present paper, we will now go one step
further. For the same model systems, we will benchmark neutral
excited state energies as calculated by both the BSE approach
(which is popular in the physics community) and a set of CI
approaches (which is common in the chemistry community).
Exact excitation energies are obtained using direct diagonaliza-
tion of the full Hamiltonian so that the approximate results can
be evaluated for accuracy.
An outline of this paper is as follows. In section 2, we review

BSE theory by deriving the relevant equations using standard
quantum chemistry notation (section 2.A). Then we review the
relevant CI theory (section 2.B) and our choice of model system
(section 2.C). In section 3, we present the excitation energies
predicted by these different methods. In section 4, we discuss
various factors that influence the performance of the BSE
methods. In section 5, we conclude.
Unless otherwise specified, we use lowercase latin letters to

denote spin molecular orbitals (MOs) (a, b, c, d for virtual
orbitals, i, j, k, l, m for occupied orbitals, p, q, r, s, w for arbitrary
orbitals) and Greek letters (α, β, γ, δ, λ, σ, μ, ν) to denote atomic
orbitals (AOs). Position is denoted by r, and position/spin
together are denoted by x ≡ (r,σ). Thus, the notation ϕa(x)
signifies an one-electron spin wave function indexed by “a”,
where the spin of ϕa equals the spin of x. The electronic excited
states obtained within the random-phase approximation (RPA)
are denoted by ΨI or ΨJ (with uppercase latin indices I, J).

2. THEORY
We will now review both BSE theory and the relevant CI theory.
Because BSE is less common in chemistry than is CI, we will
focus especially on deriving the relevant equations for BSE
(which takes some time) using the standard quantum chemistry
notation. We will assume only basic familiarity with Green’s
function formalisms, though we will assume some of the basic
results of ref 40 (which summarizes the GW approach in the
language of quantum chemistry). For BSE, we will follow
Strinati’s paper (ref 41) in detail and make a flowchart to make
the process easily repeatable. Note that Strinati’s paper derives
the BSE working equations only in the Tamm−Dancoff
approximation, and thus, we will modify the derivation slightly.
Below, we will also highlight the three key assumptions of BSE
theory.
2.A. Bethe−Salpeter Equation. 2.A.1. Two-Particle

Correlation Function and Its BSE. BSE is derived using standard
MBPT and the language of Green’s functions. We suppose that |
N⟩ is the exact fully interacting ground state of the N-body
electronic system. Our final result agrees with Louie’s result in ref
35. We define the one- and two-particle Green’s function as

′ ≡ − ℏ⟨ | Ψ̂ Ψ̂ ′ | ⟩
†

G N T N(1, 1 ) i/ [ (1) (1 )]1 (1)

′ ′ ≡ − ℏ ⟨ | Ψ̂ Ψ̂ Ψ̂ ′ Ψ̂ ′ | ⟩
† †

G N T N(12; 1 2 ) ( i/ ) [ (1) (2) (2 ) (1 )]2
2

(2)

Here we use the simplified notation for the indices (x1, t1) = (r1,
σ1, t1)→ (1), (x2, t2) = (r2, σ2, t2)→ (2), i.e., (1) and (2) denote
both space and time. We use the standard notation

∫ ∫= ∑σx rd d1 11
. T denotes time-ordering. The two-particle

correlation function is defined as41

′ ′ ≡ ′ ′ − ′ ′L G G G(12; 1 2 ) (1, 1 ) (2, 2 ) (1, 2; 1 , 2 )1 1 2 (3)

Now, invoking a well-known trick in Green’s function theory,
we imagine applying a one-particle potential u ̃(x, x′; t) to the
electronic system. According to well-known functional derivative
identities,41 one can show that (for t′2 = t2 + δ)

δ
δ

′ ′ = ′
̃ ′

L
G

u tx x
(12; 1 2 )

(1, 1 )
( , ; )2 2 2 (4a)

See Appendix A for a proof of this identity. Furthermore, if we
define the quantity u(x1, t1; x2, t2) = u ̃(x1, x2; t2)δ(t1 − t2), we can
also take a formal derivative of G with respect to u, and we find

δ
δ

′ ′ =
′
′

L
G
u

(12; 1 2 )
(1, 1 )

(2, 2 )
1

(4b)

See again Appendix A.
Although eq 4b is applicable only when t2 = t2′, a diagrammatic

analysis shows that the BSE (as presented in eq 12) is in fact
applicable for t2 ≠ t2′.41 That being said, for the present paper, we
note that we will eventually set t2′ = t2 + δ (after eq 26); we will use
eq 4b only as a formal tool to manipulate L and derive the BSE
more quickly. Thus, applying the matrix identity

= −δ
δ

δ
δ

− −−
A AA

x
A
x

1 11

, we can rewrite L(12; 1′2′) as

∬ δ
δ

′ ′ = − ′
′

′
′ ′

−
L G

G
u

G(12; 1 2 ) d3 d3 (1, 3)
(3, 3 )

(2 , 2)
(3 , 1 )1

1
1

1

(5)

We must now evaluate eq 5. When using Green’s functions,
one always distinguishes between the Green’s function for the
interacting Hamiltonian and the Green’s function for the
noninteracting Hamiltonian (which can be easily distinguished).
The relationship between the noninteracting Green’s function
G1
(0) and the exact Green’s function G1 is

= − − Σ− −G G u(1, 2) (1, 2) (1, 2) (1, 2)1
1

1
(0) 1

(6)

where Σ(1, 2) denotes the self-energy (which is defined by eq 6).
For BSE, the first approximation (Approximation #1) is to invoke
GW theory for single particles, so that the self-energy in eq 6
contains the contribution from two parts

Σ ≡ Σ + Σ(1, 2) (1, 2) (1, 2)H GW
(7)

Here

∫δΣ = − ℏ +⎡
⎣⎢

⎤
⎦⎥v G(1, 2) (1, 2) i d3 (1, 3) (3, 3 )H

1 (8)

denotes the Hartree contribution (i.e., the mean-field Coulombic
effect of all electrons together), and

Σ = ℏ +G W(1, 2) i (1, 2) (1 , 2)GW
1 (9)

captures the correlated motion of an individual electron in a sea
of other electrons that results in the electronic screening of the
mean-field potential; the screening potential W is computed
approximately via a GW calculation. The notation A(1+, 2)
signifies that time t1 should be replaced by t1 + δ. In eqs 6−9, we
note that for nonzero matrix elements, we require that (1) and
(2) should have the same spin.
At this point, we plug eq 6 into eq 5, and we find
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∬ δ δ δ
δ

δ
δ

δ
δ

δ
δ

′ ′ = ′ ′ ′ + Σ ′
′

′ ′

= ′ ′ + ∬∬ ′ ′ ′ ′ Σ ′
′

′
′

= ′ ′ + ∬∬ ′ ′ ′ ′ Σ ′
′

′ ′

⎡
⎣⎢

⎤
⎦⎥L G

u
G

G G G G
G

G
u

G G G G
G

L

(12; 1 2 ) d3 d3 (1, 3) (2 , 3) (2, 3 )
(3, 3 )
(2 , 2)

(3 , 1 ) (10)

(1, 2 ) (2, 1 ) d3 d3 d4 d4 (1, 3) (3 , 1 )
(3, 3 )
(4, 4 )

(4, 4 )
(2 , 2)

(11)

(1, 2 ) (2, 1 ) d3 d3 d4 d4 (1, 3) (3 , 1 )
(3, 3 )
(4, 4 )

(42; 4 2 ) (12)

1 1

1 1 1 1
1

1

1 1 1 1
1

Equation 12 is the BSE for L. If we define the electron−hole
interaction kernel K as41

δ
δ

′ ′ ≡ Σ ′
′

K
G

(34 ; 3 4)
(3, 3 )
(4, 4 )1 (13)

the BSE for L can then be written as

′ ′ = ′ ′

+ ∬∬ ′ ′ ′ ′ ′ ′ ′ ′

L G G

G G K L

(12; 1 2 ) (1, 2 ) (2, 1 )

d3 d3 d4 d4 (1, 3) (3 , 1 ) (34 ; 3 4) (42; 4 2 )
1 1

1 1

(14)

If one plugs eq 7 into eq 13 (with the help of eqs 8 and 9) and
neglects the derivative of the screened interactionWwith respect
to G (which constitutes Approximation #2 for BSE), K can be
rewritten approximately as

δ δ
δ δ

′ ′ = − ℏ ′ ′
+ ℏ ′ ′ ′

≡ ′ ′ + ′ ′

+

+
K v

W

K K

(34 ; 3 4) i (3, 3 ) (4 , 4 ) (3, 4)
i (3, 4) (3 , 4 ) (3 , 3 )

(15)

(34 ; 3 4) (34 ; 3 4) (16)x d

In a confusing twist of notation, the first term Kx, which results
from the Coulomb potential in eq 13, is usually called the
exchange term, while the second term Kd, which results from the
screened-exchange self-energy in eq 13, is usually called the
direct interaction term.
2.A.2. Eigenvalue Problem for BSE. The derivation of the

effective eigenvalue problem for BSE starts from the analysis of
the four time variables in the two-body Green’s function G(12;
1′2′) (i.e. the second term in L(12; 1′2′) in eq 3). To begin this
analysis, one considers a change of variables to

τ τ τ≡ − ≡ − ≡ ̃ − ̃′ ′t t t t t t1 1 1 2 2 2 1 2 (17)

where ̃ = + ′t t t( )1
1
2 1 1 and ̃ = + ′t t t( )2

1
2 2 2 . The particle−hole

Green’s function contains six classes as follows (with the order of
the time variables for each class of the Green’s function shown in
Figure 1)

θ τ τ τ

′ ′ = − ℏ ⟨ | Ψ̂ Ψ̂ ′ Ψ̂ Ψ̂ ′ | ⟩·

− | | − | |

† †

⎜ ⎟
⎛
⎝

⎞
⎠

G N T T N(12; 1 2 ) ( i/ ) [ (1) (1 )] [ (2) (2 )]
1
2

1
2

2
I 2

1 2 (18)

θ τ τ τ

′ ′ = − ℏ ⟨ | Ψ̂ Ψ̂ ′ Ψ̂ Ψ̂ ′ | ⟩·

− − | | − | |

† †

⎜ ⎟
⎛
⎝

⎞
⎠

G N T T N(12; 1 2 ) ( i/ ) [ (2) (2 )] [ (1) (1 )]
1
2

1
2

2
II 2

1 2 (19)

θ
τ τ

τ
τ τ

τ
τ τ

′ ′ = − − ℏ ⟨ | Ψ̂ Ψ̂ ′ Ψ̂ Ψ̂ ′ | ⟩·

− − − + + − + +

† †

⎛
⎝⎜

⎞
⎠⎟

G N T T N(12; 1 2 ) ( i/ ) [ (2) (1 )] [ (1) (2 )]

2 2
1
2 2 2

1
2 2 2

2
III 2

2 1 1 2 1 2

(20)

θ
τ τ

τ
τ τ

τ
τ τ

′ ′ = − − ℏ ⟨ | Ψ̂ Ψ̂ ′ Ψ̂ Ψ̂ ′ | ⟩·

− − − + + − + +

† †

⎛
⎝⎜

⎞
⎠⎟

G N T T N(12; 1 2 ) ( i/ ) [ (1) (2 )] [ (2) (1 )]

2 2
1
2 2 2

1
2 2 2

2
IV 2

1 2 2 1 2 1

(21)

θ
τ τ

τ
τ τ

τ
τ τ

′ ′ = − ℏ ⟨ | Ψ̂ Ψ̂ Ψ̂ ′ Ψ̂ ′ | ⟩·

+ − + − − + −

† †

⎛
⎝⎜

⎞
⎠⎟

G N T T N(12; 1 2 ) ( i/ ) [ (1) (2)] [ (2 ) (1 )]

2 2
1
2 2 2

1
2 2 2

2
V 2

1 2 2 1 2 1

(22)

θ
τ τ

τ
τ τ

τ
τ τ

′ ′ = − ℏ ⟨ | Ψ̂ ′ Ψ̂ ′ Ψ̂ Ψ̂ | ⟩·

− − − + − − + −

† †

⎛
⎝⎜

⎞
⎠⎟

G N T T N(12; 1 2 ) ( i/ ) [ (2 ) (1 )] [ (1) (2)]

2 2
1
2 2 2

1
2 2 2

2
VI 2

1 2 2 1 2 1

(23)

It is clear that from the combination of the creation and
annihilation operators that G2

I−IV correspond to the electron−
hole portion of the two-body Green’s function (i.e., one electron
and one hole are being propagated in the N-body system). G2

V

and G2
VI correspond to the electron−electron and hole−hole

portion of the two-body Green’s function, respectively, which do
not involve the excitation energies of the N-body system (but
rather the (N ± 2)-body system). Thus, to locate the excited
states of the N-body system, one needs to consider only G2

I−IV.
To construct the eigenvalue equation for BSE, one performs a

Fourier transform on both sides of eq 14. Here we take G2
I (12;

1′2′) as an example to compute the Fourier transform results.
First we define the right- and left-hand electron−hole amplitudes
as

Figure 1. Schematic graph of the time ordering for the two-body
Green’s function. Note that the time order for the electrons and/or
holes within the same curly brace is random. Each class of the Green’s
function therefore has four different time combinations, making a total
of 24 terms in the two-body Green’s function. The time increases from
right to left.
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χ −

≡ ⟨ | Ψ̂ Ψ̂ ⟩ − + ℏ
†

t t

N T N E E t t

x x( , ; )

[ (1) (2)] exp[i( )( )/2 ]

S

S S

eh
1 2 1 2

0 1 2
(24)

χ ̃ −

≡ ⟨ | Ψ̂ Ψ̂ ⟩ − − + ℏ
†

t t

N T N E E t t

x x( , ; )

[ (1) (2)] exp[ i( )( )/2 ]

S

S S

eh
1 2 1 2

0 1 2
(25)

where |NS⟩ denotes the Sth excited state of the N-body system.
42

Then G2
I (12; 1′2′) can be rewritten as

∑ τ χ τ

χ τ θ τ τ τ

′ ′ = − ℏ − ℏ

× ̃ · − | | − | |

′

′ ⎜ ⎟
⎛
⎝

⎞
⎠

G E E x x

x x

(12; 1 2 ) ( i/ ) exp[i( ) / ] ( , ; )

( , ; )
1
2

1
2

S
S S

S

2
I 2

0
eh

1 1 1

eh
2 2 2 1 2 (26)

Second, upon setting t2′ = t2 + δ(δ→ 0+) (which gives τ2 =−δ
and τ = t1̃− t2) and Fourier transforming the variable t2, the result
given by G2

I (12; 1′2′) can be evaluated as

∫ ∫

∫

∑

∑

∑

θ τ χ τ χ δ

χ τ χ δ

χ τ χ δ
ω η

′ ′ = − ℏ ̃ − − | | × ̃ −

= −
ℏ

× ̃ −

= −
ℏ

·
̃ −

ℏ − − +

ω ω

τ
ω

ω ω τ

−∞

+∞
−

−∞

+∞
− − ̃ − ℏ

′ ′

−∞

̃ − | |
− − ̃ − ℏ

′ ′

− ̃ − ℏ − + | | ℏ ′ ′

⎜ ⎟

⎜ ⎟
⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

t G t t t

t

E E

x x x x

x x x x

x x x x

d e (12; 1 2 ) d e ( i/ )
1
2

e ( , ; ) ( , ; ) (27)

i
d e e ( , ; ) ( , ; ) (28)

i
e

( , ; ) ( , ; )

( ) i
(29)

t t

S

E E t t
S S

t
t

S

E E t t
S S

t E E

S

S S

S

2
i

2
I

2
i 2

1 2 1
i( )( )/ eh

1 1 1
eh

2 2

2 (1/2)

2
i i( )( )/ eh

1 1 1
eh

2 2

i[ ( )( /2 )]
eh

1 1 1
eh

2 2

0

S

S

S

2 2 0 1 2

1 1
2 0 1 2

1 0 1

An imaginary infinitesimal has been included in the
denominator of eq 29 to ensure the convergence of the integral.
Performing the same transformation for G2

I−IV, one finds that the

electron−hole correlation function (eq 3) in the frequency
domain Leh(x1, x2; x1′, x2′|t1, t1′; ω) contains only the
contributions from G2

I (12; 1′2′) and G2
II(12; 1′2′).43 Thus

∫

∑

∑

ω

χ τ χ δ
ω η

χ δ χ τ
ω η

| = − · ′ ′ + ′ ′

=
ℏ

·
̃ −

ℏ − − +

− ·
̃ −

ℏ + − −

ω

τ ω τ

ω τ

′ ′ ′
−∞

+∞
−

− − | | ℏ − ̃ − | | ′ ′

− ̃ + | | ′ ′

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥

L t t t G G

E E

E E

x x x x

x x x x

x x x x

( , ; , , ; ) d e [ (12; 1 2 ) (12; 1 2 )] (30)

i
e e

( , ; ) ( , ; )

( ) i

e
( , ; ) ( , ; )

( ) i

(31)

t

E E t

S

S S

S

t

S

S S

S

eh
1 2 1 2 1 1 2

i
2
I

2
II

i( ) /2 i ( ( /2))
eh

1 1 1
eh

2 2

0

i ( ( /2))
eh

2 2
eh

1 1 1

0

S

2

0 1 1 1

1 1

Note that the first term in eq 3, the product of one-body
Green’s functions, does not contribute because its transform
vanishes when ω is nonzero. Thus, eq 31 gives the Fourier
transform for the left-hand side of eq 14. Performing the same
Fourier transform on the right-hand side of eq 14 gives56 (with

̃ = + ′t t t
4 2

4 4 and τ4 = t4 − t4′)

∑

∑

χ τ χ δ
ω η

χ δ χ τ
ω η

ℏ
∬∬ ′ ′ ′ ′ ′ ′

·
̃ −

ℏ − − +

− ·
̃ −

ℏ + − −

τ

ω τ

ω τ

− − | | ℏ

− ̃ − | | ′ ′

− ̃ + | | ′ ′

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥

G G K

E E

E E

x x x x

x x x x

i
d3 d3 d4 d4 (1, 3) (3 , 1 ) (34 ; 3 4)e

e
( , ; ) ( , ; )

( ) i

e
( , ; ) ( , ; )

( ) i

E E

t

S

S S

S

t

S

S S

S

1 1
i( ) /2

i ( ( /2))
eh

4 4 4
eh

2 2

0

i ( ( /2))
eh

2 2
eh

4 4 4

0

S 0 4

4 4

4 4

(32)

Evaluating the residue of eqs 31 and 32 at a particular pole ℏω

= (ES − E0) ≡ ΩS, one has

χ τ

χ τ

= ∬∬ ′ ′ ′ ′

× ′ ′

′
− Ω ̃ ℏ

′
− Ω ̃ ℏ

G G

K

x x

x x

( , ; )e

d3 d3 d4 d4 (1, 3) (3 , 1 )

(34 ; 3 4) ( , ; )e

S
t

S
t

eh
1 1 1

i /

1 1

eh
4 4 4

i /

S

S

1

4 (33)

We now perform a series of transformations upon eq 33 in

order to get the final working equations:
1. Plug the expression of K (eq 15) into eq 33, which gives

∬
∬

χ τ δ δ
δ δ χ τ

χ δ

χ τ

= ℏ ∬∬ ′ ′ ′ ′ − ′ ′
+ ′ ′ ′

= − ℏ ′ ′ ′ −

+ ℏ ′ ′ ′ ′

′
− Ω ̃ ℏ +

+
′

− Ω ̃ ℏ

′ ′
− Ω ̃ ℏ

+
′

− Ω ̃ ℏ

G G v
W

G G v

G G W

x x
x x

x x

x x

( , ; )e i d3 d3 d4 d4 (1, 3) (3 , 1 )[ (3, 3 ) (4 , 4 ) (3, 4)
(3, 4) (3 , 4 ) (3 , 3 )] ( , ; )e

(34)

i d3 d3 (1, 3) (3,1 ) (3, 3 ) ( , ; )e

i d3 d3 (1, 3) (3 , 1 ) (3 , 3 ) ( , ; )e

(35)

S
t

S
t

S
t

S
t

eh
1 1 1

i /
1 1

eh
4 4 4

i /

1 1
eh

3 3
i /

1 1
eh

3 3 3
i /

S

S

S

S

1

4

3

3
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Here we have used the fact that v(3, 4) is local in time, i.e., v(3, 4)
= v(r3 − r4)δ(t3 − t4).
2. Plug the quasiparticle expression for the single-particle

Green’s function in the time domain

∑

∑

ϕ ϕ θ

ϕ ϕ θ

′ − ′ = −
ℏ

* ′ − ′

− * ′ ′ −

ε

ε

− − ′ ℏ

− − ′ ℏ

⎡
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⎤
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G t t t t

t t

x x x x

x x

( , , )
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( ) ( ) ( )e

( ) ( ) ( )e

a
a a

t t

i
i i

t t

1
i ( )/

i ( )/

a

i

QP

QP

(36)

into eq 35, where εs
QP stands for the quasiparticle energy of

orbital s. Here we assume that ϕi and ϕa (and x and x′) have the

same spin, i.e., σ = σ′. After plugging in, we multiply both sides of

eq 33 by ϕa*(x1)ϕi(x1′) and integrate over ∫ ∫ dx1 dx1′. Setting t1′

= t1 + δ(δ → 0+), we find

∬ ∬

∬ ∫
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ε ε
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χ τ
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3
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1 (37)

To derive eq 37, we have performed a few integrations over time.
On the right-hand side, in the first term, the only relevant terms
require t1 > t3 = t3′; in the second term, the only relevant terms are
t1 > t3, t3′. To tackle the second term, we change integration
variables from t3, t3′ to τ3, t3̃, where

τ τ= ̃ + = ̃ −′t t t t
1
2

1
23 3 3 3 3 3

For the case τ3 > 0, the relevant terms satisfy τ̃ < −t t3 1
1
2 3; for

the case τ3 < 0, the relevant terms satisfy τ̃ < +t t3 1
1
2 3.

3. Multiply both sides of eq 37 byΩS− εa
QP + εi

QP and drop the

common factor − Ω ̃ ℏe ti /S 1 . We find

∬ ∬
∬ ∫
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ϕ ϕ τ τ θ τ θ τ χ τ

Ω − + * − = * − −

+ * × + −τ ε τ ε

′ ′ ′ ′ ′ ′ ′

′ ′
−∞

+∞

′
+ + Ω ℏ − Ω ℏ

′

v

W

x x x x x x x x x x r r x x

x x x x r r x x

( ) d d ( ) ( ) ( , ; ) d d ( ) ( ) ( ) ( , ; )

d d ( ) ( ) d ( , ; ) ( ( )e ( )e ) ( , ; )

S a i i a S i a S

i a S

QP QP
1 1 1 1

eh
1 1 3 3 3 3 3 3

eh
3 3

3 3 3 3 3 3 3 3 3
i ( ( /2))/

3
i ( ( /2))/ eh

3 3 3
i S a S3
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(38)

4. Make the ansatz that χS
eh(x, x′; τ) can be expanded into an

incomplete MO basis set that contains only the occupied−virtual
and virtual−occupied parts with simple time dependence. This
ansatz corresponds to Assumption #3 of the BSE approach

∑

∑

χ τ ϕ ϕ ϕ ϕ θ τ θ τ

ϕ ϕ ϕ ϕ θ τ θ τ

′ = − ⟨ | ̂ ̂ | ⟩ * ′ + ⟨ | ̂ ̂ | ⟩ * ′ × + −
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τ τε τε

τ τε τε
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S b j
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where X̃jb
S and Ỹjb

S are defined as X̃jb
S ≡ ⟨N|aĵ

†ab̂|NS⟩ and
Ỹjb
S ≡ ⟨N|a ̂b†aĵ|NS⟩.
5. By definition, ϕi and ϕa have the same spin in

eq 38, i.e., x1 and x1′ have the same spin on the left-hand side of
eq 38 (inside of the integral). Now, we plug eq 40 into
eq 38 and Fourier transform the screened potential

∫τ ω ω=
π

ω
−∞

∞ −W W( ) d e ( )t1
2

i . Next, we perform the integral

over τ3 and add an infinitesimal imaginary amplitude e−iη|τ3|with η
> 0 to force the integration over τ3 to converge. Repeat the exact
same analysis for χS̃

eh(x, x′; τ). The generalized eigenvalue
problem for BSE finally reads
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(41)

for electron−hole excitation amplitudes X̃S and ỸS and excitation
energy ΩS for BSE excited state S. ÃS and B̃S have the following
matrix elements

δ δ ε ε̃ = − +A K( )iajb
S

ij ab a i iajb
SQP QP

(42)

̃ =B Kiajb
S

iabj
S

(43)

where

= + ΩK K K ( )iabj
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S (44)
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Journal of Chemical Theory and Computation Article

DOI: 10.1021/acs.jctc.7b00246
J. Chem. Theory Comput. XXXX, XXX, XXX−XXX

E

http://dx.doi.org/10.1021/acs.jctc.7b00246


∬

∫
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(47)

In eqs 45 and 46, ϕi, ϕa, ϕj, and ϕb are spin orbitals that we have
assumed to be real valued. Furthermore, in eq 45, we require only
that σi = σa and σj = σb such that same spin and opposite spin
cases are allowed; in eq 47, we require complete spin alignment,
σi = σa = σj = σb. The factor e

−iωη is included in eq 47 to remind us
only that, if we seek to evaluate the integral over a complex, that
contour must run below the real axis.
2.A.3. Quasiparticle Energies from the GW Approximation.

To evaluate eq 47 in practice, we require aGW calculation on top
of a Hartree calculation to extract the quasiparticle energy.40 To
avoid a self-consistent calculation, the standard approach is to
apply a linear expansion for the real part of the correlation part of
the self-energy Σc(ω)

ε ε
ε ε ε

ω
Σ ≈ Σ +

−
ℏ

∂ Σ
∂

Re ( ) Re ( )
Re ( )c

s
GW c

s
s
GW

s
c

sH
H H

(48)

which leads to

ε ε ε≈ + Σ + ΣZ Re ( )s
GW

s s
c

s s
xH H

(49)

where εs
H denotes the Hartree orbital energy and εs

GW denotes the
GW orbital energy. The quasiparticle renormalization factor Zs is
given by

ε
ω

≡ −
∂ Σ

∂

−⎛
⎝⎜

⎞
⎠⎟Z 1

Re ( )
s

c
s
H 1

(50)

In ref 40, for a finite Hubbard model, we found that the Z-
factor values for orbitals other than the HOMO and LUMOwere
usually far from unity with correspondingly large errors
compared to exact attachment−detachment energies. As a result,
in this work, we calculate Zs Re Σc(εs

H) for only the HOMO and
LUMO. After adding in the exchange part of the self-energy Σs

x,
we shift all of the virtual (occupied) orbitals by Zlumo Re Σc(εlumo

H )
(Zhomo Re Σc(εhomo

H )), i.e.

ε ε ε≈ + Σ + ΣZ Re ( )a
GW

a
c

a
xH

lumo lumo
H

(51)

ε ε ε≈ + Σ + ΣZ Re ( )i
GW

i
c

i
xH

homo homo
H

(52)

2.A.4. Matrix Elements for the Electron−Hole Interacting
Kernel. After the approximate quasiparticle energy εp

GW is
obtained, the next step is to build the electron−hole interaction
kernel K. The matrix elements of Kx(35, 46) (in the MO basis)
are simply given by eq 46. In order to obtain the matrix elements
of Kd, we recall the expression for the screened Coulomb
interaction W40,44,45
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( , ) ( , ; ) (54)p

where Wp(r, r′; ω) is defined as

∫ω χ ω′ ≡ ″ ‴ ″ ″ ‴ ‴ ′W v vr r r r r r r r r r( , ; ) d d ( , ) ( , , ) ( , )p

(55)

Here χ(r″, r‴, ω) is the time-dependent Hartree (TDH)
polarizability in the frequency domain and is computed via the
following sum-over-states expression46 in a MO basis

∑

χ ω ω

ω ω

= +
−

=
Ω + ℏ

+
Ω − ℏ

−

⎜ ⎟
⎡
⎣⎢
⎛
⎝

⎞
⎠

⎛
⎝⎜

⎞
⎠⎟
⎤
⎦⎥

⎡
⎣
⎢⎢

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎤
⎦
⎥⎥

A B
B A

I
I

X

Y
X Y

Y

X
Y X

( )
0

0
(56)

1
( )

1
( ) (57)

I I

I

I
I I

I

I

I
I I

1

TDH TDH

where XI and YI correspond to the TDH excitation amplitudes of

excited state I with excitation energy ΩI
TDH.

In terms of MOs, if the perturbing potential is independent of

spin and of the form ujb(t)(ab
†aj + aj

†ab), one finds that the

response function is
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ω η ω η
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where

= + + +M X X X Y Y X Y Yiajb
I

ia
I
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I
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I
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ia
I
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(59)

In real space

∑ ∑χ ω ϕ ϕ ϕ ϕ
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(60)

For this paper, we assume that the ground state of the system is

a closed-shell singlet so that all up-spin and down-spin orbitals

have the same spatial components. Thus, in eq 60, one can sum

over the spin components and produce a spatial M̃I matrix

∑̃ =
σ σ σ σ= =

M Miajb
I

iajb
I

,i a j b (61)

We can then rewrite eq 60 as follows
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(62)

where∑′ denotes a sum over only spatial orbitals. Note that only
singlet states contribute to the sum-over-states in eq 62; all triplet
contributions cancel exactly.
Finally, using eq 55, the matrix elements for Wp in real space

are
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The matrix elements in a spatial MO basis are

∑ ∑
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ω η
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(64)

and the matrix elements in an AO basis are

∑= ′μνλσ μ λ ν σW C C C C Wp

iajb
a b i j iajb

p

(65)

Equation 47 is now ready to be evaluated with the help of eqs
54, 64, and 65. Obviously, if one neglects the polarizable part of
the screened Coulomb interactionWp in eqs 54, one will recover
TDHF exactly from BSE (eqs 41−43).
2.A.5. Frequency-Independent Electron−Hole Interaction

Kernel. In many cases (e.g., in most semiconductor crystals), the
excitations in state |ΨS⟩ are mainly composed of electron−hole
pair configurations |Φi

a⟩ whose transition energies (εa
QP − εi

QP)
are close to the resulting excitation energy ΩS, which means that
ΩS − (εa

QP− εi
QP) is much smaller thanΩI

TDH.35 In such cases, eq
47 can be approximated by
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(68)

2.A.6. Summary. The derivation of BSE (eqs 41−43)
reviewed above is summarized in Figure 2. BSE can be solved
either directly (without further approximation, i.e., the random
phase approximation (RPA)) or within the Tamm−Dancoff
approximation (TDA), which sets the matrix B = 0. In this work,
we will test both versions. We also will study the self-consistent

(using eq 47 for Kd) and the non-self-consistent (using eq 66 for
Kd) versions of BSE. This completes our (tedious but
comprehensive) derivation of the BSE approach.

2.B. Configuration Interaction Approaches. Our goal in
this paper is to compare BSE with CI approaches. For
completeness, we now review the relevant quantum chemistry
approaches.

2.B.1. CIS/TDHF. The simplest CI method, CIS, includes only
the single-excitation manifold. The matrix elements of the CIS
Hamiltonian are

δ δ ε ε= ⟨Φ | ̂ |Φ ⟩ = − + ⟨ || ⟩A H aj ib( )iajb i
a

j
b

ij ab a i
CIS

(69)

where ⟨aj||ib⟩≡ ⟨aj|ib⟩− ⟨aj|bi⟩ is the two-electron integral. The
CIS wave function can be written as

∑|Ψ ⟩ = |Φ ⟩tI
ia

i
Ia

i
aCIS

(70)

where ti
Ia is the excitation coefficients for CIS excited state I. With

low computational cost, CIS is applicable to very large systems.
However, in general, CIS only gives qualitatively correct results.
The same qualitative features apply equally to TDHF, which is

a slight generalization of CIS. According to TDHF, which is a
response theory based on top of a HF (not Hartree) ground
state, the excitation energies are computed by diagonalizing

− −

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟A B

B A

TDHF TDHF

TDHF TDHF (71)

where Aiajb
TDHF = Aiajb

CIS and Biajb
TDHF = ⟨ab||ij⟩. Like CIS, TDHF is

usually not accurate quantitatively.47

2.B.2. CIS(D). CIS(D) serves as a nondegenerate perturbative
second-order correction to CIS that approximately introduces
effects of electron correlation and double-excitations for the
excited states in a noniterative scheme.22 In CIS(D), MP2 theory

Figure 2. Flowchart for how to calculate BSE energies in practice.
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is employed in order to include electron correlation in the
ground state. The original unperturbed Hamiltonian Ĥ0 is
chosen as the Fock operator. Then, with perturbation V, the total
Hamiltonian becomes

λ̂ = ̂ + ̂H H V0 (72)

and performing second-order time-independent perturbation
theory, one recovers the MP2 correction to the ground-state
energy

∑

∑

ω
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1
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0 2 0
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2

2

where T̂2 is the double-excitation operator that yields the double-
excitation manifold |Φij

ab⟩with the effective excitation coefficients
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2

0

Note that the single-excitation manifold does not appear in the
MP2 energy because of Brillouin’s theorem.
Now, CIS(D) is consistent with MP2 theory performed on

CIS excited states and includes the corrections to the CIS

excitation energy from three sources: single- and double-
excitations with respect to the CIS wave function and again the
MP2 correction to the ground-state energy. Therefore, we may
write

ω ω= ⟨Ψ | ̂ ̂ |Ψ ⟩ + ⟨Ψ | ̂ ̂ |Ψ ⟩ −VT VTI I I I I
CIS(D) CIS

1
CIS CIS

2
CIS

0
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(79)

Overall, the single-excitation operator acting on the CIS state
in the first term gives an overall double-excitation

∑
ε ε ε ε

̂ ≡ −
|Φ ⟩⟨Φ |

+ − − − Ω
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1
4 ijab
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(80)

Plugging eq 80 into eq 79, one finds that the first term in eq 79
finally yields
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The second term in eq 79 gives a triple-excitation with respect
to the ground state. Note that in CIS(D), the double-excitation
operator that acts on CIS excited states T̂2 remains the same as
the operator acting on the ground state in MP2 theory, i.e., the
corresponding excitation coefficients dij

ab are not changed.
Therefore, the second term in eq 79 finally yields
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Note that the MP2 correction energy cancels within CIS(D)
and the final CIS(D) correction for CIS state I can be
represented as
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CIS(D) is a second-order nondegenerate perturbation
method on top of CIS and requires no extra diagonalization
beyond the CIS Hamiltonian.

2.B.3. CIS(Dn). To generalize CIS(D) to the near-degenerate
case, there is a well-known family of quasi-degenerate second-
order perturbation theories known as CIS(Dn).

28 Within
CIS(Dn), one diagonalizes a perturbed Hamiltonian that
contains only single- and double-excitations to second order

=
+
†

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟H

H H H

H H( )

SS SS SD

SD DD

CIS(D )
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(1) (0)
n

(89)

where

= ⟨Φ | ̂ |Φ ⟩H H( )SS iajb i
a

j
b(0)

0 (90)

= ⟨Φ | ̂ ̂ |Φ ⟩H VT( )SS iajb i
a

j
b(2)

2 (91)
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= ⟨Φ | ̂ |Φ ⟩H V( )SD ia jbkc i
a

jk
bc(1)

, (92)

= ⟨Φ | |̂Φ ⟩H F( )DD iajb kcld ij
ab

kl
cd(0)

, (93)

Note that the ground-state response is taken into consid-
eration through the HSS

(2) sub-block by including the double-
excitation operator T̂2 from ground-state MP2 theory. Note also
that a zeroth-order approximation is applied to the HDD

(0) sub-
block so that only the diagonal elements appear in this sub-block.
Thus, the HDD

(0) block can be formally inverted, leading to a much
smaller, energy-dependent Hamiltonian matrix (and a corre-
sponding self-consistent energy-dependent eigenvalue equation)

ω ω= + − − − †H H H H H( ) ( ) ( )SS SS SD DD SD
CIS(D ) (0) (2) (1) (0) 1 (1)n

(94)

Note that (HDD
(0) − ω)−1 can be written as an expansion

ω− = − Δ

= + Δ + Δ + ···

− − −

−

H H

H

1

1

( ) ( ) ( ) (95)

( ) ( ) (96)

DD DD

DD

(0) 1 (0) 1 1

(0) 1 2

where Δis defined as

ωΔ ≡ −H( )DD
(0) 1

(97)

The CIS(Dn) hierarchy at level n is defined as the method that
results from truncating the expansion after the Δn term. As a
result, the eigenvalue problem for CIS(D0) simply becomes

+ − |Ψ ⟩

= Ω |Ψ ⟩

− †H H H H H( ( ) ( ) )SS SS SD DD SD I

I I

(0) (2) (1) (0) 1 (1) CIS(D )

CIS(D ) CIS(D )

0

0 0 (98)

where we define the CIS(D0) Hamiltonian CIS(D )0 as

≡ + − − †H H H H H( ) ( )SS SS SD DD SD
CIS(D ) (0) (2) (1) (0) 1 (1)0 (99)
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where dik
cb is defined in eqs 77 and 78 and bijk

abc is defined as

δ δ δ δ

ε ε ε ε
≡

⟨ || ⟩ − ⟨ || ⟩ + ⟨ || ⟩ − ⟨ || ⟩
+ − −

b
ab ci ab cj kb ij ka ij
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(101)

The effective CIS(D1) Hamiltonian CIS(D )1 is defined as

≡ − −CIS(D ) 1/2 CIS(D ) 1/21 0 (102)

where

≡ + − †H H H1 ( ) ( )SD DD SD
(1) (0) 2 (1)

(103)
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dkl jkl
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a b i j (104)

Finally, the full CIS(Dn) Hamiltonian given by eq 94 (without
truncating (HDD

(0) − ω)−1) corresponds to the CIS(D∞)
Hamiltonian. Solving the resulting energy-dependent eigenvalue

equation of the CIS(D∞) Hamiltonian (eq 105) self-consistently
gives the CIS(D∞) excitation energies

ω ω|Ψ ⟩ = |Ψ ⟩∞ ∞ ∞( ) I I
CIS(D ) CIS(D ) CIS(D )

(105)

2.B.4. Relation between CIS(Dn) and CC2 and ADC(2).
Although in this paper we will focus exclusively on the CIS(Dn)
suite of excited states, it is important to recall that the CIS(D∞)
Hamiltonian is nearly identical to several other excited-state
Hamiltonians that are common in the literature.24−27,48 Among
them, the CC2 model, which is also know as the approximate
coupled-cluster singles and doubles model, iteratively determines
the singles and doubles substitutions as the poles of a true linear
response function.24,25,48

Let us now remind the reader briefly of a few relevant details
pertaining to CC2. In standard second-order coupled-cluster
theory (CCSD) for the electronic ground state,49 one performs a
similarity transformation to the unperturbed Hamiltonian such
that

̃ = ̂− ̂ + ̂ ̂ + ̂H He eT T T T( ) ( )1
CC

2
CC

1
CC

2
CC

(106)

where T̂1
CC and T2

CC are first- and second-order coupled-cluster
operators

∑̂ = ̂ ̂†T t a a
ia

ia a i1
CC CC

(107)

∑̂ = ̂ ̂ ̂ ̂† †T t a a a a
ijab

ijab a b i j2
CC CC

(108)

The corresponding coefficients tia
CC and tijab

CC are determined via
the CCSD amplitude equations

∑ ⟨Φ | ̃ |Φ ⟩ =t H 0
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ia i
aCC
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(109)
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In CC2, the similarity transformation is approximated by

≈ + ̂̂ + ̂ ̂ Te e (1 )T T T( )
2
CC

1
CC

2
CC

1
CC

(111)

and then one determines a ground-state CC2 energy and wave
function in the same spirit as a CCSD calculation. Now, to
determine excited-state energies, with CC2, a standard equation-
of-motion calculation is performed on top of the CC2 ground
state.50

With this background in mind, we remind the reader that, as
shown by Haẗtig,48 the only essential difference between CC2
and CIS(D∞) is that the double-excitation amplitudes are solved
via ground-state MP2 theory in CIS(D∞), while they are solved
via approximated coupled-cluster theory as the ground-state
cluster amplitudes in CC2

ω ω= + ̃ − − − †H H H H H( ) ( ) ( )SS SS SD DD SD
CC2 (0) (2) (1) (0) 1 (1)

(112)

̃ = ⟨Φ | ̂ ̂ |Φ ⟩H VT( )SS iajb i
a

j
b(2)

2
CC

(113)

Similarly, the model of algebraic diagrammatic construction
through second order (ADC(2)) is effectively the symmetric or
the Hermitian part of the CIS(D∞) model. More precisely, note
that HSS

(2) in eq 94 gives rise to a nonsymmetric form for the
CIS(D∞) Hamiltonian. The ADC(2) Hamiltonian is just the
symmetrized form of the CIS(D∞) Hamiltonian

26,27,48
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ω ω ω= +†∞ ∞( )
1
2

(( ( )) ( ))ADC(2) CIS(D ) CIS(D )

(114)

2.C. Model System. The Hubbard model offers one of the
simplest ways to get insight into how the interactions between
electrons can give rise to insulating, doped, and conducting
effects in a solid. In this work, we take a finite 1DHubbard model
(without periodic boundary conditions) as our testing system,
which is described by the Hamiltonian

∑ ∑

∑

τ≡ + ̅ ̅ + + ̅ ̅

+ ̅ ̅

μν
μ ν μ ν μ

μ
μ μ μ μ

μ
μ μ μ μ

⟨ ⟩

† † † †

† †

a a a a V a a a a

U a a a a

( ) ( )

(115)

where μ denotes the site of the system; τ is the hopping integral
between neighboring sites, Vμ is the on-site energy (for site μ),
and U is the repulsion energy between two electrons of opposite
spin occupying the same site μ. (Here we keep the repulsion
energy the same for all sites.) A bar indicates spin down. Note
that for all of the calculations below, we calculate only the
excitation energy of the first and second excited singlet states and
we set η = 0 in eq 64. Note also that, for this model problem,
Wp(r, r′) (eq 55) is replaced by Wμμνν

p (eq 65).

3. RESULTS
We apply the theory above to an eight-site 1D Hubbard model,
and we assume half-filling with eight electrons. The hopping
integral between neighboring sites τ is set to be 1.0 for all

systems, while the electron repulsion energy U is varied. All
quantities will be calculated in au henceforward. The exact
excitation energies are obtained by diagonalizing the Hamil-
tonian with direct diagonalization.

3.A. Metallic System. We first study metallic systems. In
metallic systems, every site has the same on-site energy (Vμ = 0
for all sites μ).51 The electron repulsion energyU is varied from 0
to 0.7. Results are shown in Figure 3. One can see that for this
system none of these approximated methods gives perfect
results. For both excited states, all of the CI methods
underestimate the energy, and TDHF gives the largest negative
errors here. Note that CIS generates larger negative errors
compared with correlated CI methods. We believe that this
failure is really a failure of the HF calculation, which
overestimates the ground-state energy: the difference between
the exact ground-state energy and the answer given by HF is as
large as 0.08. In general, CIS is known to overestimate the
excitation energy.47,52 Pertubatively including the double-
excitations gives slightly better results but still with an error as
large as −0.02. Although the BSE-TDA method generally
overestimates the energy (except for U = 0.7), this method gives
relatively smaller errors compared to CI methods. The BSE-RPA
method generates themost accurate results for smallU values but
underestimates the energy whenU gets larger (e.g., whenU = 0.6
and 0.7 for S1 and U = 0.7 for S2).

3.B. Doped Impurity Systems. By lowering the energy of a
single site in themetallic system, one canmodel an impurity. This
dopes an otherwise metallic system51 and can influence the
overall photoactivitiy or electrical properties of the total system.

Figure 3. Errors for the excitation energy of the first (left, S1) and second (right, S2) excited singlet states for the metallic system (Vμ = 0 for all sites μ, τ =
1.0). All errors are relative to the exact diagonalization. None of these methods gives perfect results. All of the CI methods underestimate the energy
while the BSE-TDAmethod generally overestimates the energy (except forU = 0.7). BSE-RPA is accurate for smallUs but underestimates the energy for
large Us.

Figure 4. Errors for the excitation energy of the first (left, S1) and second (right, S2) excited singlet states for the doped system (with V5 = −0.5). All
errors are relative to the exact diagonalization. Results in this doped system are very similar to those in the metallic system.
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In Figure 4, we calculate results for electron repulsion energies U
between 0 and 0.7. Here the on-site energy Vμ is set to be−0.5. It
can be seen in Figure 4 that the results are roughly identical to the
metallic case: All of the CI methods underestimate the energy
while BSE-TDA overestimates the energy (except for U = 0.7)
for both excited states. The BSE-TDA method again yields a
smaller error compared to CI approaches. BSE-RPA is accurate
for small U values but gives large errors when U gets larger. The
same conclusion holds for the case Vμ = −1.0 (where the on-site
energy is comparable with the hopping integral).
3.C. Molecular (Semiconducting/Insulating) Systems.

To simulate a “molecular” Hubbard model, we construct an
alternating Hamiltonian, whereby Veven is significantly lowered

relative toVodd = 0. In doing so, we expect that orbitals with lower
energies will be doubly occupied and well separated from virtual
orbitals. Thus, by creating an energy gap, we should be simulating
closed-shell insulators and/or semiconductors (depending on
the gap size).
For “molecular” systems with a small energy gap (Veven =

−0.5), the electron repulsion energy U is varied from 0 to 0.8. As
shown in Figure 5, the error given by the BSE-TDA method is
further reduced, while the error of BSE-RPA increases. For the CI
approaches, we find a very unusual result: the CIS energy
outperforms the correlated methods. Clearly there is a
nonintuitive cancellation of error in these calculations.

Figure 5. Errors for the excitation energy of the first (left, S1) and second (right, S2) excited singlet states for the “molecular” system (Veven =−0.5,Vodd =
0, τ = 1.0). All errors are relative to the exact diagonalization. BSE-TDAmaintains the same tendency and provides the smallest error whenU reaches its
maximum. BSE-RPA underestimates the energy too much for large U. Higher-level CI approaches give worse results compared to CIS.

Figure 6. Errors for the excitation energy of the first (left, S1) and second (right, S2) excited singlet states for the “molecular” system (Veven =−1.0,Vodd =
0, τ = 1.0). All errors are relative to the exact diagonalization. CIS overestimates the energy for S1 but gives the most accurate results for S2. BSE-TDA is
only better than CIS(D) and BSE-RPA, which generates the largest error in this case.

Figure 7. Errors for the excitation energy of the first (left, S1) and second (right, S2) excited singlet states for the “molecular” system (Veven =−2.0,Vodd =
0, τ = 1.0). All errors are relative to the exact diagonalization. Both BSE methods underestimate the energy, while CIS and TDHF overestimate the
energy. CIS(D∞) gives the best results for S1, and yet CIS(D0) generates the best results for S2.
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For “molecular” systems with an energy gap equal to the
hopping integral (Veven = −1.0), Figure 6 demonstrates that our
results are very different than all previous cases. Though CIS(D)
still generates a large negative error, the CIS(Dn) approaches
behave much better now. Interestingly, CIS(D0) gives the best
results in this case (and not CIS(D∞)). The performance of the
BSE-TDA method is no longer as good, though it is slightly
better than CIS(D). The BSE-RPA is the worst and generates the
largest error. Finally, CIS performs poorly for S1 but quite well for
S2; again, there must be a nonintuitive cancellation of errors here.
Finally, we consider the final, extreme “molecular” case

whereby the on-site energy difference is now twice as large as the
hopping integral (Veven = −2.0). As Figure 7 shows, for S1, CIS
and TDHF generate quite large errors (as large as 0.05) as U
increases from 0 to 1.2, overestimating the energy. CIS(D) and
CIS(Dn) give smaller errors compared with the BSE methods as
the latter underestimate the energy. CIS(D∞) gives the most
accurate results for S1; however, surprisingly, CIS(D0) provides
the most accurate results for S2. For S2, CIS and TDHF also
overestimate the energy, but the errors are smaller compared
with S1. BSE methods are not as reliable as CI methods in this
case.
Overall, clearly BSE methods perform best for metallic and

semiconducting systems, and CI methods perform best for
insulating systems. That being said, though, there is no obvious
pattern for identifying the exact performance of each specific
algorithm.

4. DISCUSSION

The results above (in section 3) have compared CI methods
versus BSE methods for calculating the excitation energy of the
first and second excited singlet states. For all of the cases studied,
we did not find a universally optimal approach that can generate
relatively small errors for every system, though it is clear that the
BSE-TDA method behaves better for metallic and semi-
conducting systems and gradually loses its advantage when the
system becomes more “molecular”. Here we analyze several
aspects that affect the performance of BSE: (i) the reliability of
the GW approximation, (ii) the influence of the screened
correlation strength, and (iii) the effect of the non-self-consistent
approximation (i.e., ignoring the frequency dependence of Wp)
for BSE.
4.A.GWApproximation: Strengths andWeaknesses. In

ref 40, we demonstrated that the GWmethod holds comparative
advantages versus traditional quantum chemistry approaches for
calculating the ionization potentials and electron affinities across
a large range of Hubbard-like Hamiltonians. However, the same
conclusion did not hold for all orbitals (unpublished); in fact, we
found that GW can generate accurate orbital energies only for
HOMO and LUMO for these model systems. To demonstrate
this state of affairs, we consider the metallic system as an example
and plot the Z-factor for the metallic system in Figure 8a. One
can see in Figure 8a that only the HOMO and LUMO Z-factors
are consistently very close to 1, indicating that the GW
approximation works well for these two orbitals. For other
orbitals, however, the Z-factor in some cases is much smaller than
1, which implies that a non-self-consistent G0W0 calculation
cannot be reliable. To further demonstrate this, we plot the
frequency dependence of the self-energy for HOMO and
HOMO−3 at U = 0.7 in Figure 8b. According to ref 40, we
express the dynamic part of the self-energy for HOMO and
HOMO−3 as

∑ ∑ ∑
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(116)

where p = HOMO or HOMO−3. (Note that ΩI
TDH in eq 116

corresponds to positive TDH eigenvalues.) It can been seen from
Figure 8b thatΣhomo

c (ω) (blue line) is very flat and smooth atω =

εhomo, giving rise to a very small derivative
ε

ω
∂ Σ

∂
Re ( )c

homo
H

. According

to eq 50, the Z-factor for HOMO is therefore very close to 1. In
contrast, Σhomo−3

c (ω) is very sharp at ω = εhomo−3, leading to a
very small Z-factor (∼0.2 from Figure 8a), and indicating the
failure of the GW approximation for HOMO−3 at U = 0.7. The
same conclusion holds for doped and molecular systems.
In summary, the GW approximation works well when the

quantities −ΩI
TDH + εi

H and ΩI
TDH + εa

H are far away from the
Hartree orbital energies, which is true only for the HOMO and
LUMO in our tested systems. (See eq 116.) Thus, as a

Figure 8. (a) Z-factors (eq 50) for the metallic systems and (b) the
dynamic correlation part of the self-energyΣc (eq 116) as a function ofω
for HOMO and HOMO−3 at U = 0.7. In (a), only the HOMO and
LUMO Z-factors are consistently very close to 1 for any repulsion
energy. In (b), Σhomo

c (ω) is very flat and smooth at ω = εhomo, while
Σhomo−3
c (ω) is very sharp at ω = εhomo−3, indicating that GW (or, really,

G0W0) will be meaningful for the HOMO but not for HOMO−3 when
U = 0.7.
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compromise, we shifted the orbital energy by the same amount
(eqs 51 and 52) when performing all BSE calculations. The BSE
results might be improved in this paper if we can find more
accurate quasiparticle energies.
4.B. Screened Correlation Effects. The strong perform-

ance of BSE-TDA for the metallic and the semiconducting
systems in Figures 3−7 is consistent with the fact that BSE is

popular in the solid-state community where screening is
essential. To visualize screening, in Figure 9, we plot the dynamic
screening interactionWμμνν

p for all systems, setting the repulsion
energy to U = 0.7. As shown in Figure 9, the metallic system and
doped systems (left panel) show more screening effects than the
molecular systems (right panel), especially when the HOMO/
LUMO gap is large. The effective screening for the extreme

Figure 9. Dynamic screening effects for various 1D Hubbard chains. Here we plotWμμνν
p (ω = 0) (eq 68). U = 0.7 for all systems. Note that the more

insulating the system is, the less screening it shows. The screening of the extreme molecular system (bottom-right) is only one-third in strength
compared to the metallic and doped systems.
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molecular system (bottom-right) is only one-third in strength
compared to that of the metallic and doped systems. This
decrease in screening must degrade the performance of the BSE-
TDA method. Future work must investigate whether this
preliminary conclusions holds up for ab initio calculations or
model problems with long-range Coulombic electron−electron
repulsion energies (i.e., beyond the local interaction U of the
Hubbard model).
4.C. Self-consistent and nonself-consistent BSE. Finally,

a few words are in order about self-consistency. In this work, we
have performed a non-self-consistent calculation for BSE by
ignoring the frequency dependence ofWp, i.e., expressing Kd via
eq 66. Alternatively, one can take the frequency dependence of
Wp into account and apply the full expression of Kd (eq 47) to
solve the BSE equation self-consistently. To compare the results,
we have in fact performed several self-consistent calculations, and
we find that for both TDA and RPA the self-consistent version
and the non-self-consistent version of BSE generate almost
exactly the same results. Thus, any BSE errors reported here are
not from a lack of self-consistency.

5. CONCLUSIONS AND FUTURE DIRECTIONS

In this paper, we have reviewed BSE theory as well as a few widely
used CI theories and we have systematically compared their
performances for the calculation of the first two excitation
energies for several finite 1D Hubbard chains. While BSE-RPA
always underestimates the excitation energy for systems with
large repulsion energy and behaves poorly compared with CI
methods, BSE-TDA slightly outperforms the CI methods for
metallic and semiconducting systems. For insulating molecular
systems, BSE-TDA is not as accurate as CIS(D) andCIS(Dn). To
explain these differences, the most obvious reason would be the
choice of initial orbitals and orbital energies, Hartree or Hartree−
Fock. Note that in this study our starting point is a direct Hartree
calculation without any DFT functionals, and we have shown in
ref 40 that these Hartree orbitals can be unreliable without any
correction. Thus, there is always the question of whether BSE
would be improved if more accurate quasiparticle energies can be
obtained in some other fashion; recall that our GW calculations
yield meaningful orbital corrections only for the HOMO and
LUMO. We intend to address this question shortly.
In the future, several other questions must also be addressed.

First, in order to make contact with the solid-state and materials
literature, it will be essential to work with larger model systems.
In such a case, in order to push finite Hubbard models beyond
eight sites and recover exact excitation energies, one will need to
implement a more sophisticated eigensolver, e.g., a density
matrix renormalization solver.53 Alternatively, it will also be
crucial to implement periodic boundary conditions.
Second, as we have already demonstrated, the performance of

BSE (relative to quantum chemistry CI methods) is inextricably
tied to the strength of the screening tensor (i.e., how well one
electron’s charge is screened by the other electrons). For such a
quantity, one may question whether the Hubbard model is the
correct starting point for our analysis. How will our results
change when we apply BSE and CI methods to truly ab initio
calculations or model problems with long-range Coulombic
forces, where the screening tensor may look very different from
the present article?
Both of these outstanding questions will be addressed in a

future publication.

■ APPENDIX A
Here we give a brief derivation of eq 4a starting from eq 3. To
derive eqs 4a and 4b, we first apply an external time-local one-
electron potential u ̃(x2, x2′; t). In the formulation of second
quantization, assuming a Schrödinger representation, this
potential takes the form

∫ ∫̂ = ′ Ψ̂ ̃ ′ Ψ̂ ′†
H t u tx x x x x x( ) d d ( ) ( , ; ) ( )S

ext
2 2 2 2 2 2 2 2 (A1)

Vice versa, if we define a quantity u(x2, t2; x2′, t2′) = u ̃(x2, x2′;
t2)δ(t2 − t2′), we may write

∫ ∫ ∫̂ = ′ ′ Ψ̂ ′ ′ Ψ̂ ′†
H t t u t tx x x x x x( ) d d d ( ) ( , ; , ) ( )S

ext
2 2 2 2 2 2 2 2 2 2

(A2)

For shorthand, as usual, we will now denote u(2, 2′)≡ u(x2, t2; x2′,
t2′).
Now, the total Hamiltonian is Ĥtotal = Ĥ + Ĥext, where Ĥ is the

standard time-independent electronic Hamiltonian that includes
all Coulomb interactions. In the interaction picture, the external
applied Hamiltonian becomes

∫ ∫ ∫
̂ = ̂

= ′ ′ Ψ̂ ′ Ψ̂ ′ ′

̂ − ̂

†

H t H

t t u tx x x x

( ) e e (A3)

d d d ( , ) (2, 2 ) ( , ) (A4)

I
Ht

S
Htext

2
i ext i

2 2 2 2 2 2 2

2 2

At this point, if we invoke the adiabatic Gell-Mann and Low
theorem,55 we find that the one- and two-particle Green’s
functions can be written as

′ = −
ℏ

⟨ | Ψ̂̂ Ψ̂ ′ | ⟩
⟨ | ̂ | ⟩

†

G
N T S N

N T S N
(1, 1 )

i [ (1) (1 )]
[ ]1

0 0

0 0 (A5)

′ ′ = −
ℏ

⟨ | Ψ̂̂ Ψ̂ Ψ̂ ′ Ψ̂ ′ | ⟩
⟨ | ̂ | ⟩

† †

⎜ ⎟
⎛
⎝

⎞
⎠G

N T S N
N T S N

(12; 1 2 )
i [ (1) (2) (2 ) (1 )]

[ ]2

2
0 0

0 0

(A6)

Here we have replaced |N⟩ (the true many-body ground state) by
|N0⟩ (the ground state without any applied perturbation). The
function S ̂ is defined by

∫

∫

̂ = −
ℏ

̂

= −
ℏ

Ψ̂ ′ Ψ̂

−∞

∞

−∞

∞ †

⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

S t H t

u

exp
i

d ( ) (A7)

exp
i

d2 (2) (2, 2 ) (2) (A8)

I2
ext

2

In all expressions above, T̂ denotes time ordering.
Finally, it is straightforward to derive eq 4a in the paper. From

eqs A5 and A6, it is clear that the functional differential of G1(1,
1′) is

δ
δ

δ

′ = −
ℏ

⟨ | Ψ̂̂ Ψ̂ ′ | ⟩
⟨ | ̂ | ⟩

− ′
⟨ | ̂ | ⟩
⟨ | ̂ | ⟩

†

G
N T S N

N T S N

G
N T S N
N T S N

(1, 1 )
i [ (1) (1 )]

[ ]

(1, 1 )
[ ]
[ ]

1
0 0

0 0

1
0 0

0 0 (A9)

Furthermore, to evaluate δS ̂, we differentiate eq A8 and find

∫δ δ δ̂ = −
ℏ

̂ ′ Ψ̂ ′ ′ Ψ̂ ′
†

S T u
i

d2 d2 (2) (2, 2 ) (2, 2 ) (2 )

(A10)
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and therefore

∫δ δ′ = ′ ′ − ′ ′

+ ′ ′

+

+

G u G

G G

(1, 1 ) d2 d2 (2, 2 )[ (12; 1 2 )

(1, 1 ) (2, 2 )]

1 2

1 1 (A11)

Note that we have added a positive sign to the t2′ time index to
ensure the correct ordering of field operators. The functional
derivative of G1(1, 1′) with respect to u(2, 2′) is thus

δ
δ

′
′

= − ′ ′ + ′ ′+ +G
u

G G G
(1, 1 )

(2, 2 )
(12; 1 2 ) (1, 1 ) (2, 2 )1

2 1 1

(A12)

which completes the derivation of eq 4b. Finally, to derive eq 4a,
we simply insert the definition u(2, 2′)≡ u(x2, t2; x2′, t2′) = u ̃(x2, x2′;
t2)δ(t2 − t2′), integrate over t2′, and take the derivative

δ
δ

′
̃ ′
G

u tx x
(1, 1 )

( , ; )
.1

2 2 2
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