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I. THEORY IN DETAIL

A. The paring matrix fluctuation, particle-particle Green function, and the particle-particle Random Phase
Approximation

In the absence of a pairing field, the pairing matrix
kij (1) = (O |am, (D am, (£)|¥5)

where |¥)') is the N-electron ground state, is identically zero. The operators aTHi (t) are the creation operators

T (t) = e,(H vt S (H—vN)t

in the Heisenberg picture, ap. a;e and the term —vN, with v the chemical potential, is

added to the Hamiltonian such that the N-electron state is the minimum under the total Hamiltonian H —uN
when the particle number is allowed to change. Under a perturbation F(¢ (t) in the form of a pairing field, F(t it =

D ki fklairql (t’)aLk (t)0(t'), the retarded Green function K

Kfu(t—1t) = %9@ — ) U laz, (Ham, (8), aly, (), ()]E), (1)

describes the linear change in the paring matrix (U{|ay, (t)am, (£)[¥]):

o) = 5 [ (Ol (e, (0. PN 9F)ar
= KRt —t)ijnfu
kl

Since the paring matrix (U3 |lag, (t)am, (t)|¥Y) = (¥ ]a;a;|¥) = 0 in the absence of the pairing field, the retarded
Green function is identical to the dynamlc pairing matrix fluctuation, K(t — t')

% —i N N N N N N
Rigualt = ') = 220t =) (W |[(an, (Dar, () = (0 aia; 1 0)) . (aly, ()aly, () — () |a]af|23) ) w3).
The dynamic pairing matrix fluctuation is the pairing interaction counterpart of the polarization propagator, which
determines the correlation energy via the well-known adiabatic-connection fluctuation-dissipation (ACFD) theorem
[4, 12]. In section we will formulate a similar adiabatic connection in terms of the dynamic pairing matrix
fluctuation. The particle-particle Green function K(t — ¢'), defined as [2]

Kijua(t ) = (03 [ Tlag, (o, (Daly, ()aly, (1)1 25) 2



where 7T is the time-ordering operator, is a closely related quantity. The dynamic paring matrix fluctuation K(t — t)
and the pp-Green function K (¢t — t') contain information on the same physical properties, namely 2-electron removal
and addition energies and their corresponding transition amplitudes. This becomes apparent from their Fourier
Transform

+oo ; ,
Kiju(E) = / e B [ (t — t)d(t —t')

DX [ h BB g (e — o) (a0 U 2) (0l )

f% Z/ e%(Eévaj:’—szufE)(t'*t)e(t’ —t)d(t — t’)<\Ilév|a;a;2|\11572><\PnN*2\aiaj|\IféV>.

where the last line invokes the completeness of the N — 2 and N + 2 electron wavefunction basis. At this point, it is
convenient to introduce a short-hand notation for the transition pairing matrix elements

X:LJN 2 <\I/N 2|a1a]|\110> (3)

N
X2 = (U |aga, | UN+2)

and the transition energies

n =By —EyT -2 (4)
w2 = piN+2 _ gl —ov. (5)

n

wN

For a physical system, the energy decreases monotonically with the number of electrons, so the term —2v makes it
possible to distinguish the 2-electron removal energies from the 2-electron addition energies by their sign: the 2-electron
removal energies w) =2 = E}Y — ENV=2 — 21 are negative and the 2-electron addition energies wY t2 = EN+2 — EV — 2y
are positive. The particle particle Green function expressed in the energy domain is then

Kijkl(E) = Z/ eh( WNFZLE) (t— f)e( )d( )X:L]N-‘rQ (XZlN-l-Q)
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Similarly, the dynamic paring matrix fluctuation and the retarded particle-particle Green function in energy domain
are

X?LPNJ'_Q(X” N+2 XZIN 2)*XnN 2
Ki(E) = KRy (B) = Y 20 _Z i
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This form of the particle-particle Green function and the dynamic pairing matrix fluctuation reveals their most
interesting properties: they contain information on the vectors y™~ =2 and y®~*2 with the amplitudes defined in
and the 2-electron removal and addition energies, w’ =2 and wN*+? . Since the particle-particle Green function and the
dynamic pairing matrix fluctuation contain the same physical 1nformation7 the following derivations can be expressed
equivalently in terms of the dynamic pairing matrix fluctuation. While we feel that the dynamic pairing matrix
fluctuation has a more straightforward interpretation as the response to a pairing perturbation than the pp-Green
function, the majority of the literature on many-body perturbation theory uses the language of Green functions. We
will therefore adopt the Green function formalism in the following derivations as well.



There are several ways to derive the pp-RPA equations, which are similar in nature to their ph-RPA counterparts
[2, 19]. In the same way the particle-hole Green function can be approximated by an infinite series in terms of the
non-interacting Green function in the ph-RPA, the particle-particle Green function K(F) can be approximated in
terms of the non-interacting Green function K°(E) by

K(E)=K°E) + K (E)VK(E), (7)

an equivalent form of which can be found in Ref. ([2]). In Eq. all quantities, including the two-electron integrals

Vijrr = (ij]|kL)
= (ij|kl) — (jilkl)
/¢* x1)¢j (x2)(1 — Pra) o (x1) i (x2)

lr1 —ra

dX1 CZXQ7

where x represents the one-electron spatial vector and spin coordinate, are expressed in an antisymmetrized basis, so
only matrix indices ab with a < b and ij with ¢ < j need to be considered. All matrix operations, such as the trace
operation and matrix multiplication, are defined accordingly. The non-interacting particle-particle Green function,
expressed in an antisymmetrical basis, is the particle-particle Green function in the non-interacting limit,

Kt = ) = 5@ Tla, (ay, ()af, (¢)af, (]| 0F)

= l’@-laik — a1 (e_%(e’?“j_”)(t_t/)@(i —F)0(j — F)f(t —t') + er it =Dg(p _ i)g(F — 5)0(t' — t))

I
= %’(@-l&k — 0b)e HEt =2 (9(; — FYO(j — F)O(t —t') + O(F — i)0(F — §)0(t' — 1)),
where |®)) is the N-electron non-interacting reference state and the operators a} (t) are the creation operators in

the interaction picture, al (t) = enHo—rN)gle5t(Ho—vN) with Hj, the non-interacting (one-electron) Hamiltonian.

Note that the non-interacting partlcle—partlcle Green function can also be written in terms of the non-interacting
one-particle Green function GY,

2@ [ Tla, (t)al, ()18

= SL0ye T IO (96 — FYO(E— ) — 0(F = i)(E — 1) ).

G(i)j (t— t/) =
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The Fourier Transform of the non-interacting particle-particle Green function is

—h [T,
(0051 — 5i15jk)7/ e PG ()G (t)dt
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e 2B (i - FYA(j — F)O(E) + O(F —)0(F — )0(—1))dt (8)

= (6ikdji — Sudjk) {E 9)

where {¢;} are the orbital energies of the non-interacting reference system.
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Eq. 2can be solved by multiplying each side of the equation by (E — w ) and subsequently taking the limit

E = wl™

lim, (E -l KBy = lm (B-w) (KBt Y K (E)ijmnVinnopK (Blopkt )

N-2 m<n,o<p

E E—wy,

E—wy,

N-2

This will separate out one single term on both sides of the equation: the term that has (F —w,

) in the denominator.

n,N—2\%_ n,N— 2 0 N—2 n,N—2\x_ n,N—2
X )G > K@) igmnVanop O ) e 7
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The factor (XZIN 2) that appears on both sides of the equation can then be canceled out

n,N—2 __ 0/, N—2 n,N—2
XU - § K (wn )ijmnvmnopxop

m<n,o<p
-y —F)0( - F) O(F — 1)0(F — j) -

- < N—2 . ‘/ijoszTJL;’zN 2' (10)
= wn 2 — (6 e —2v) + 217 wn = (€ + € —2v) —in

This leads to a set of equations for the pp-indices ab and a set of equations for the hh-indices hi

Np

n,N—2 1 n,N—2
Xab = N3 E VabchCd JF E VabhiXhi
wn " = (€a + & — 2) c<d h<i
1 Np Np
n,N—2 - n,N—2 n,N—2
Xhi = N3 5 E VhicdXeq E Vhigk X,
w7 = (en + € — 2v) c<d h<i

which can be rearranged to reveal a generalized eigenvalue problem in the eigenvalues w,, and the eigenvectors x"

n,N—2 n,N—2 n,N—2 N-2
Xcd ( abed T 6ac(sbd(€a + € — 2’/)) + E Xhi Vabhz Xab Wy,
c<d h<i
n,N—2 n,N— 2 nN—2 N-—2
= Xed ' Vhied — § X (Vaije — 0jndin(en + € — 2v)) = X317 w7,
c<d i<k

where a, b, ¢, d are particle indices, h, i, j, k are hole indices and m,n, o, p are general indices. This can be written in
n

matrix form by defining x™ = n |, where X" contains the elements of the vector x™ with pp-labels and the vector

X
Y
Y" contains the elements with hh-labels,

(5 c) () == (6 %) (57) -

Aabea = (abllcd) + bac0pa(ea + €6 — 2v)
Bapij = (abl|ij)
Cijm = (ijl|kl) — dindju(ei +¢j — 2v). (12)

with

In our implementation, we have used v = w , which corresponds to the average chemical potential for
the physical system under the non-interacting KS or generalized KS DFA [5]. The constant v does not affect the
correlation energy; it only ensures that the pp-RPA matrix on the left hand side of Eq. is positive semidefinite.
This implies that the 2-electron removal energies are negative and the two-electron addition energies are positive,
which makes it easier to separate them among the entire set of eigenvalues w,,. Since the pp-RPA matrix is expressed



in an anti-symmetric basis, only ordered pp-indices ab with a < b and hh-indices hi with h < i are included. The
dimension of the A and C matrix is therefore the number of ordered pp and hh pairs:

dim(A) = %NP(NP _ )
dzm(C) = %Nh(Nh — 1)

where N, and N, are the number of particles (unoccupied orbitals) and holes (occupied orbitals) respectively. Since in
general, N, > Nj, the dimension of the pp-RPA matrix is O(Ng), so a straightforward diaonalization of the pp-RPA
matrix leads to an O(NI?) scaling. Nonetheless, the cost of computing the correlation energy is actually O(NV, ,ng)
because only %Nh(Nh — 1) eigenvalues are needed to compute the correlation energy. Eq. 1} can be rearranged for
the NV + 2 electron states in a similar manner, by multiplying by (E — wX*2) and taking the limit E — w)'*2. This
leads to the same set of equations for the 2-electron addition energies;

n,N+2 n
Xij i = Z KO (wév+2)ijmannopX0pN+2
m<n,o<p
TR Y L TS I Lt TILES I Ppee
ij o<p w7]l\]+2—(61'+€j—2y)+7;17 w7]lv+2_(€i+€j—2l/)—i jop Xop )

which has the exact same form as Eq. for the 2-electron removal energies. The eigenvectors X™ and Y™ that
satisfy Eq. may thus involve either the IV + 2 electron states or N — 2 electron states. The generalized eigenvalues
w,, are either positive 2-electron addition energies, w)Y 72 = EN*2 — BV — 20 or negative 2-electron removal energies,

n
N-2 _ pN N-2
w, “=Ey — B =2v.

B. Exchange-correlation energy from dynamic pairing matrix fluctuations

In this section, we develop an exact expression for the exchange-correlation energy in terms of dynamic pairing
matrix fluctuations via the adiabatic connection [ITHI3]. The result is the dynamic pairing matrix fluctuation coun-
terpart of the well-known adiabatic-connection fluctuation-dissipation (ACFD) theorem [4] [12] which expresses the
exchange-correlation energy in terms of dynamic density fluctuations. Just like the ACFD theorem, it formulates the
exact correlation energy in terms of dynamic fluctuations; it only considers different correlation channels: the dynamic
pairing matrix fluctuation involves the pp- and hh-correlation channels, while the dynamic density fluctuation involves
the ph-correlation channel. These two different types of correlation channels are closely related to the division of the
second order density matrix space into P-, Q- and G-matrices [14]. The energy can be expressed in either one of these
matrices, which naturally leads to equivalent formulations for the exchange-correlation energy in terms of dynamic
pairing matrix fluctuations and dynamic density fluctuations via the adiabatic connection. The resulting adiabatic-
connection formulae are in principle exact. In section [[C] we show that the approximate exchange-correlation energy
that follows from the pp-RPA is equivalent to the summation of ladder diagrams in many body perturbation theory.

The adiabatic connection considers a non-interacting reference system, described by the Hamiltonian

Hy=h+4,

where £ is the core Hamiltonian and 4 is the — local or non-local, and possibly spin-dependent — one-body operator
that defines the non-interacting system. The adiabatic connection then defines a path from the non-interacting model
to the fully interacting system, parametrized by the interaction strength A:

ﬁA :Ho-i-)\(v—ﬁ)\).

The operator 1), is restricted to satisfy @, = 4 such that H, is the Hamiltonian for the fully interacting system. The
Hellmann-Feynman theorem
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OH)

= (U501

then formulates the correlation energy E' — EY as an integration along the adiabatic connection path

1
o= [
0
1
/<‘I’A|V—UA—A8W|‘I’A>
0

Since V is a two-body operator and ) is a one-body operator, this can be written more compactly in terms of the
second-order density matrix I'* and the first-order density matrix v for the system with interaction strength A:

1 1
duy,
EF'—E°=tr [ VI'\—tr / wy dA — tr / AL A,
Given that EY = tr hy? + tr uy?, the energy for the fully interacting system is
1 1 a
E' =tr hy°® +tr / VI — tr / (it — uy®)d\ — tr / AT A
0 0 0 6/\

Relative to the Hartree-Fock/Exact Exchange energy functional, E#¥ = tr hy® + tr VI'?, the correlation energy
functional E¢ = E' — EHF is then

1
—tr/ V(I —T%)d\ — tr / (uxy — uy®)dX — tr / /\a— A\

The two-body part of the energy can be written equivalently in terms of the second-order density matrix, the
Q-matrix or the G-matrix, defined by

Lijre = (Play o) aja;| @)
Qijkl <\Il\akala a+|\I/>
Giji = (¥la; aa; Ta;|v),

because the anti-commutation properties of the creation and annihilation operators define maps between the second-
order density matrix, the Q-matrix and the G-matrix:

Lijrr = Qurgs + (0 AY)ijrt — (6 A 6)ijr
Lijki = —Gukj + 0%k = Gk — Suvik,
where A denotes the wedge product, which includes all unique anti-symmetrical product terms, (6 A v)ijkl = OinYj1 +

8i1%ik — OirYjk — Ojkva and (0 A 0)ijk1 = dixdji — 0;10;%. This results in three equivalent expressions for the correlation
energy

1
_tr/ V(I = TO)dA — tr / (um/\—lwo)d)\—tr/ Aaa‘;* M), (13)
0

1 1 1
E° = tr / V(Q — Q%)d\ + tr / V(I A R =~%)d\ —tr / (v — un®)dA — tr / A%—A M, (14)
0 0 0 0



and

1 1
c Y, Ou ux
E¢ =tr /0 V(G* — G%d\ — E / (ij]ki)( fy]k fyjk)d)\ftr /0 (uyy)‘fu'yo)d)\ftr/ )\8)\ . (15)

ijk

In Eq. ,Visa rearranged form of the two-electron integral matrix that pairs up indices associated to the same
electron, V;J & = (il|jk). Equations 1. .j are general expressions for the correlation energy functional, valid for any
adiabatic connection path.

In the context of KS-DFT, these formulae can be simplified by assuming that the potential &) = @) (x) is local and
chosing a constant-density adiabatic connection path, such that the spin density remains constant: p*(x) = p%(x) =
p(x). The terms tr fol(u,\fyA — uy%)dA can then be expressed in terms of the density p* = p instead of the density
matrix v

1 1
tr / (i —uy®)d\ = tr / (urp — up)dA
0 0

and the last term tr [ A2 ~Ad\ can be simplified through partial integration
o Nax Y

/Aa“* AdA = //\%d)\

= tr up]pp — tr / uydAp
0

1
=trup—tr / uxdAp
0

All terms involving ) cancel out:

1 1 1
—tr / (uyy — uy®)d\ — tr / )\au)‘ A\ = —tr / (un —u)dAp —tr up +tr / uydAp
0 0 0

=0.

Furthermore, the terms tr fo V(§A (7 —~9)d\ and Z”k fo (ij|ki) ('ij ’y?k)d)\ vanish because of the following:

Z<U|2k>(7§\k _ '7](‘)19) _ / > 0 (X di(x) D20 ¢;(X)¢k(x)(7;\k - ’y?k)dxdx’

ijk v — ']
/5 —1°(xx) dxdx’
Ir —r|
B Px) =)
/5(0)|r_r,| dxd
=0
> (ilki) (v —9) = / 2l Zji zf;](r?’)m(x)(m % k>dxdx’

ijk

A~ A0 (!
:/5(}(#/)7 (%) =)

v — |

/6x—x ) po()dd’



Thus for a local potential @y(r) the adiabatic connection along the constant-density path leads to the equivalent
formulae

1
E¢=tr / V(I —1%d\
0
1
E° =tr / V(Q* — Q%)d
0

1
E¢ =tr / V(G* — GO)d.
0

The correlation energy can then be expressed in terms of dynamic fluctuations: the P- and Q-matrix can be written
in terms of the pairing matrix fluctuation and the G-matrix in terms of the density matrix fluctuation. The second-
order density matrix can be related to the transition paring matrix elements x;; N2 — (- 2|a;a;|¥Y") through the
completeness of the NV — 2 electron wavefunction basis,

Tijie = (9§ |ay o) aja;| W)

= z<‘l’év\azaf|‘I’572><‘1’572|ajai|‘1’év>
n,N— n N—2\x%
- ZX o (16)

and the Q-matrix can be related to the transition pairing matrix elements x;; N+2 = (UN|a;a;| @ *?) through the
completeness of the N + 2 electron wavefunction basis,

Qijr = (T \akala af |wd)

= Z Uy |awar| O H2) (W2 a) af (W)

_ an JN+2 ZN+2>*’ (17)

and the G-matrix can be written in terms of the transition density matrix elements X?j’N = (U |a;'a¢\\llév ) through
the completeness of the N-electron wavefunction basis

Gijr = (U |af aaf a;[0g)

Z<‘I’évIaZaz\‘I’N><‘I/ﬁLVIajai\\1/6V>

Z XN O™+ i vw (18)
n#0

The exact correlation energy can thus be expressed in terms of transition pairing matrix elements,

=22 / 500N = 06 06N i ) Viguad

n ijkl
n,N—2 n,N—2 n,N—2

_ Z/ /dxdx' Xi\hN?Q(va XY (%, x)" — xq’ (%, x)xq’ (x,x')" A, (19)
n 0

v — ']

and
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N N N ,N
— Z/l/dde/Xi\L +2(Xa X/)*X;L +2(X7X) Xg +2(Xv X/)*Xg +2(X7 X/)
0 v — 1/

d),

or in terms of transition density matrix elements,

=5 [ (™08~ 0808 i) T

n#0 ijkl
N N N N
_ Z/ /dXdX/Xt\L X)Xy ()" = X0 (X)xo (X/)*d)\
= |r — r/|

(21)

Note that the ground-state density matrix elements in Eq. do not contribute along the constant-density adiabatic-

connection path.

Equation for the correlation energy in terms of transition density matrix elements has been exploited in the
context of ph-RPA, because the transition density matrix elements involved can be extracted from the polarization

propagator II, defined as [2]

(U§'la) ai| U3) (W7 oy a| W)

fz 0% E+nw71;’j

(§ ay ar| W) (W o) ai| W)

INE)jk = Z

N -

s E—w) +1in o n
-y (09 laf ar ) (U |a) a;| ) 3 (U ) a; [0 ) (U |af ar| )
- _ N - N _

ot E—w) +1in oy E 4wy —in

n, N *. n,N n, N *. n,N
Xkl ng Z X]z Xlk
= E—w) +in E+w) —in’

Integrating over a semi-circular path in the positive real plane gives

_1 “+100 3
€ ETIH z_yk:ldE ZX Xkl

211 ;
—100 n£0

while integrating over a semi-circular path in the negative real plane gives

-1 “+i00

57 ePMI(E)yudE =Y xpi™ (G
Tt J—ico
n#0

Using Eqgs. and (22)), the correlation energy can be expressed in terms of the polarization propagator:

EC = Viju Z/ )i O™ i = (™ )i (6™ i

ijkl n#0

_ -t / / T Py VI (B) - T1O(B)|dEd)

21

+i00 A / _ 170 ’
7/ / —En/dXdX//H (X,X,E) 1 (X7X’E)dEdA.
271 |r — r/|

(22)
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This result is in principle exact, but requires an expression for I1* (x, x’, E). The ph-RPA approximates the polarization
propagator for the interacting strength A by the Dyson-like equation IT* = IT9 + AII°VII*, which leads to the well-
known energy expression for the RPA [3] [12].

The correlation energy can also be expressed in terms of pairing matrix fluctuations or the particle-particle Green
function, based on Egs. . The transition pairing matrix elements involved can be extracted from the particle-
particle Green function, Eq. @: integrating the particle-particle Green function over a semi-circular path in the
negative real plane gives

— eEnK ’ij:ldE Z X;’LkN 2\ % nN 2 (24)

21 )0

while closing the contour in the positive real plane gives

-1 e — n,N . n,N
€ EnK(E)ljkldE:Z(Xkl +2) XZ] +2' (25)

n

271—7/ —ico

Equations and then lead to an expression for the correlation energy in terms of the particle-particle Green
function, integrated over a contour in the negative real plane:

EC

ZVUMZ/ ‘i 2 )i ( X;LN 2) 1A = (xo 0N Q)ZJ(XSN Q)kl

ijkl

4100
o En r A 0
= 2m/ / tr VIK*(E) — K°(E)]dEdA

+1i00 0 !
-— / / E”/dxd KX B) - KX E) (26)
71'2

v — /|

where

K (x1,%2, E) ZK )ijki@i(X1) 95 (x2) @ (x1) b7 (x2) (27)

Ukl

Equations and lead to the same formula, integrated over a contour in the positive real plane:

n,N 2 n,N+2 n,N+2 n,N+2
E° Z‘/”klz/ ' Z] X)\ * )kld)\ ( * )Z](XO " )kl

ijkl

+1i00
—En r A _ wo
- / / tr VKNE) — KO(E)|dEd)

oo K\(x,x', E) - KO(x,x, E
/ / e En / dxax KX E) %, E) 1gan. (28)
2mi |r — /|

The equivalence of and shows that the integration path can be closed in either half plane. Although the
previous equations integrate the Green functions along the imaginary axis, similar equations hold for integration along
the real axis, namely

+oo
—iEn H}x 0 E E
27”// tr VI (B) — TI°(E)|dEd)
o0 >\ / _ 170 /
- Z/ / —1En/dxdx /H x,x', ) 1/1 (X’X’E)dEd/\, (29)
T

v — ']
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+oo
E¢=_—— 5 / / Bty VIKMNE) — K°(E)|dEdA
Iy

+o0 / _ 10 /
[T e [ AN B (30
T

v —r'|

and
+oo
E° = P / / ety VIKMNE) — K°(E)|dEdA
)

+oo K /E 7KO /E
- / / ﬂEn/dxd K (x, X', B) 6% E) gy, (31)
7T’L

v —r'|

From the numerical point of view, integration along the imaginary axis is more convenient because it avoids the poles
on the real axis. The integration along the imaginary energy axis is also valid for the retarded Green function or
the paring matrix fluctuation, such that Eq. and also apply to the retarded Green function or the pairing
matrix fluctuation.

C. Exchange-correlation energy from the particle-particle RPA

Expressions (26]) and . for the correlation energy in terms of the particle-particle Green function are in principle
exact, but require knovvledge of the Green function K*(E) as a function of the interaction strength A. The pp-RPA
approximates K*(E) through the Dyson-like equation

K\(E) = K°(E) + \K(E)VK(E) (32)
such that, based on Eq. 7
. _1 +zoo 0
Epp =5 (E)V — K*(E)V]dEdA
-1 +7,oo
= o / / Atr [K*(E)VK’(E)V] + Xt [KO(E)VKO(E)VKO(E)V]—|—...)dEd/\
T
—1 +ico ©©
= o / / ”"ltf (KOV)"]dEdA
T
=5 / - [Z 10)’% (KV)"|dB]|
T i) e LT 0
L ek 1 0 n
=—5—/ > ~tr [(KOV)"|dE
0 p=2
1 +i00
=5 tr [In(I - K°V) + K°V]dE. (33)

—100

Note that no convergence factors e=2" are needed here, since the third line shows that no first-order poles are included.
This expression is consistent with the diagrammatic expansion of the particle-particle Green function in many body
perturbation theory. Similarly to the ph-RPA, which approximates the ground-state correlation energy by the sum
of all ring diagrams, the pp-RPA approximates the correlation energy by the sum of all ladder diagrams[2]:

-1 +zoo
Ezadder = Z / ))V]n dE

i
_1 +zoo 1 Lioo .

= o Z / (E)V]™ B + 5 — . tr KY(E))V dE (34)
1 +i00

= omi [ - tr (I -K%(E)V) + K*(E)V] dE. (35)
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This expression is equivalent to adiabatic connection result, Eq. (33). The pp-RPA equations have an equivalent real
space representation. To derive their real space counterpart, it is convenient to rewrite the Dyson-like equation in
terms of the two-electron integrals that are not antisymmetrized

1 1 1
2Kz]kl 2Kzojkl + A Z §K?jmn<m"|0p>§Ké\pkz

mmnop

Because v(x1,X2) =

is diagonal the real space representation, the real-space equivalent of Eq. is a
four-point equation

1

[r1—r2]
A / / 0 / / 9 » 770 2 ” 2 2 A 9 9 / /

K™ (x1,%2,%x1,%X5,E) = K (xl,XQ,Xl,xz,E)—l—/\/dxl dx3” K°(x1,%X2,%x17,%x2”7, E)o(x1”,%2" )K" (x1”,%2”, X7, X5, E).

This leads to the correlation energy expression

+100
E,, = 5 / / /\//Ko(xl,XQ,x/l,X’Q,E)v(x’l,x'Q)KO(xll,x/Q,Xl,x2,E)v(xl,XQ)dxldXdelldx'Q dEd\
i

“+i00
— 2m// )\2///Ko(xl,xz7x’1,x’2,E)v(x’l,x’Q)KO(x’hx'z,xl”,xQ”,E)v(xl”,xQ”)

x K°(x17,%2”, X1, X2, B)v(X1, X2)dx1dxXodx) dxbdx,” dxy” dEd)

—QM//mwﬁ////

+100
1
= 5 / //K (x1,X2,X], X5, E)v (x’l,xé)KO(x/l,X’Q,xhxz,E)v(xl,)(2)dx1dx2dx’1dx’2 dFE
e

-Hool
— Qm ///K (X1, %2, X}, x5, B)v(x],x5)K°(x}, x5, %17, %27, B)v(x1”,X2”)
XKO(Xl , X2, X1, X2, B)v(X1,X2)dx1dxedx]|dxbdx,” dxs” dE
+zool
**%zﬂm ////
. 1 +i0c0
= — tr(In(I—S S)dE 36
[ wa-s)+s (30)

where S is a matrix represented in real space with its elements
/ / _ 0 / / / /
S(Xlux27xlax27E)_K (X17X27X17X27E)U(X17X2)

The correlation energy can be computed directly from Eq. . or . 36) through numerical integration, since the
non-interacting pp-function K0 has a simple, known structure (Eq. ), but it can also be reformulated in terms of
the eigenvalues of equation (12)[2]:
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ES, = — tr [In(I - K°(E)V) + K°(E)V] dE
2m o
NPP
= > Wit —tr A (37)
Npn
= - w?-trC (38)
1 NPP N2 1 1 Nhh N2 1

In order to show how the expression Eq. , or equivalently Eq. , reduces to the three equivalent expressions
in terms of the eigenvalues w’*2 or w =2, we will consider the integrals of the two terms, tr [In(I — K°(E)V)] and

tr [K°(E)V], separately. First of all,

el B K(E)V dE
. N, N
1 4200 P 1 h 1
= 5 Vaba Vhini — dE.
271 ) oo = bbE—(ea—i—eb—QV)—l—m hZQ th—(eh—i—ei—Qy)—m

Integrating this over a semi-circle in the positive real plane — a negatively oriented curve — gives

1 “+1i00
_ tr KY(E)V dE
27TZ — 00
Np
= - Z Vababv
a<b

whereas integrating this over a semi-circle in the negative real plane — a positively oriented curve — gives

— tr K°(E)V dE
27'(-2 —ioo

Nh
=— Z Vi

h<i

The remaining integral of tr [In(I — K°(E)V)] can be evaluated using partial integration.

1 e 0 _ 1 0 Fico 1 e 9 0
_ L Et [il (I-K°(E)V)]dE (40)
~om ). T eE™ '

In order to tackle the integrand, the identity I — KV = K°K~!, which follows simply from Eq. (7), can be applied:

o o o oo
ST - KA(B)V) = =l K'K
KO oK1
0y—1 -1 0
= K(K°) (a K+ K= )

K'+K°

=K(K"! (%Izo 8“;;”) .

(41)
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In the last line, the relationship K—! = (K°)~! — V, which implies that 818<b: - = 8(%271, has been used. The integral
then becomes
L ee o) 0 1 [ or_1 [ OK° 0 O(K)~1
1 e K" I(K)t
=—— E K%t K E. 42
o /_ioo o [( VAT }d (42)
The terms needed to compute the integrand are
OK" (i — FY0(j — F) O(F — )0(F — j)
a7 = —(0irdjt — 6udjk) — — :
OE ikl (E — (¢ +€; —2v) +1in) (E — (¢ +€; —2v) —in)
(KO)W (GinGjt — 0udjn) [0(i — F)O(j — F) (E — (& + ¢; — 2v) +in) — O(F — i)0(F — j) (E — (& +¢; — 2v) —in)]
2 (K°) i e AO(F — 1
—a5 = Oikdj — dad) [0 — F)O( — F) = 0(F — 0)8(F - j)]. (43)

With the aid of expressions , and , the first part of the integral becomes

| oo 0i—F)0G—F)  O(F —)f(F —j)

—(e,+¢€ —2v)+in E—(¢+€ —2v)—in

K
dE = —— EZ {—E dE.

—i0o i<j

5 E tr [(KO)

—1i00

Integration over a semi-circular path in the positive real plane gives

Np

]dE: —Z(6b+ea —2v),

a<b

1 [t 0(i—F)0(i —F)  O(F—9)0(F —j)

K
—5= E - ‘ .
2mi ; , E—(ei+e —2v)+in E—(e+¢€ —2v)—in

—e0 1<j

whereas integration over a semi-circular path in the negative real plane gives

1 e &8 0(i— F)o(j — F O(F —i)0(F — j i
271 J o oy E—(ei+e —2v)+in E—(e+¢€ —2v)—in —~
The second part of the integral becomes
. . N, N
1 —+100 a(KO)fl 1 “+100 P h
- E K———|dE=—— E K(E — K(E)pini E.
omi ) Y { oE ] i | ; (E)abat hg (Bnins | d

Integration over a semi-circular path in the positive real plane gives

1 oo I(K%~ N+2 nN+2 [ n,N+2 n,N+2 [ nN+2)"
o |, BT Ki =2 ZX (i)’ ZX (™)

—e0 a<b h<i
_ N+2
=2 wn
n
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and integration over a semi-circular path in the negative real plane gives

1 Hioo I(K%~! N_2 all N—2 N-2\* all N-2 N-2\*
— n,N— n,N— n,N— n,N—
LR T W £ W (A D i (P
oo n a<b h<i

_ N-2
= - E Wy .
n

where we have used the normalization conditions, Eqs. (45H46)).
To summarize, by closing a semi-circular path in the positive real plane, we find

NPP NP NP
E,, = ZWTJZH'Q — Z(eb +eq —2v) — ZVabab
n a<b a<b
Npp
= Zwé\’” —tr A

n

and by closing a semi-circular path in the negative real plane,

Nhun Np, Np,
Ey, = - Zwﬁf*Q + Z(eh +e—2w) — ZVM’”
n h<i h<i
Nhn

—Zwﬁf—z—tr C.
n

The two expressions for the correlation energy are equivalent, which follows from the orthonormality and completeness
of the pp-RPA eigenvector basis. At this point, it is convenient to introduce a simplified notation for the pp-RPA
matrix,

A B
RZ(BTC>

and for its eigenvectors,

n _ (X"

10 ) so that the pp-RPA equations take the form

The norm matrix can be denoted as M = (O 1

RXn = wnMXn7 (44)

for both the 2-electron addition and the 2-electron removal. The orthonormality and completeness of the eigenvector
basis can then be expressed as

n T m
(X ’N+2) My NH2 = Smn (45)
n — T m —
(X N 2) Mx N2 = G (46)
Npp Nhn

n n
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The pp-RPA equations imply that

Npp A B Npp i
Z (Xn,N+2) T (BT C) Xn,N+2 — Zwrly—'ﬂ (Xn,N+2) MXn,N+2
n

n
Npn

Nhun
_ Z (Xn,N72)T (]?T g) N2 Zwﬁrﬂ (Xmez)T My N2,

This, together with the normalization and completeness of the eigenvectors, and Eq.7 leads to the following relation
between the N — 2 electron quantities and N 4 2 electron quantities

Npp s
trA—trC:ZinH—i—Zwiv_z. (47)

The correlation energy can be viewed as a functional E[{¢;}, n;] because equation depends only on the or-
thonormal set of orbitals {¢;} and their occupations n;. The total pp-RPA energy expression combines the HF-energy
functional with the pp-RPA correlation energy:

EP[{¢:}, i) = EYF[{¢:}, ni] + B [{¢:}, ni]
= 5 huans+ 5 Y Gillighnn; + gy l{oi}nd

with h the core Hamiltonian matrix.

D. Perturbation analysis of the pp-RPA energy

In the context of many-body perturbation theory, the pp-RPA energy arises as the sum of all ladder diagrams up
to infinite order [2]:

. -1 & 1 +i00 0 .
Ej, = o nZQn/_OO tr [K*(E))V]" dE
— ;1 i1/+imtr [KO(E))V]TL dE + L ‘/—HOO tr KO(E))V dE (48)
Co2m 2 ) 210 ) oo
1 +1i00
= 53 / tr In(I - K°(E)V) + K°(E)V] dE. (49)
™ —100

In contrast, the ph-RPA energy originates from the summation of all ring diagrams [2]:

c 1 > -1 oo Yatd
n=2 —ee
- i_l/mo tr [II°(E))V]" dE + - o tr TI°(E))V dE (50)
Co2mi 2 i oo
1 +i00 ~ N
- = / o (I - I(E)V) + I(E)V] dE (51)
—100

where Vypip = (ab|hi) does not include exchange. The ph-RPAX uses antisymmetrized two-electron integrals and the
corersponding correlation energy can be derived from the adiabatic connection to be [8]:
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o +i00 N
PhX = % Z*l/ tr [II°(E))V]" dE

T = 2n i
1 oo 1 +i00 0 1 +i00 o
= 0 Z—n/_m tr [II°(E)V]" dE + /m tr TI°(E))V dE (52)
n=1
1 —+%00 0 5 0
= 5 tr [In(I—-II°(E)V) +II°(E)V] dE (53)
where V4, = (ab||hi) now includes exchange.
The pp-RPA energy is correct through second order:
e = LU o PaE
pp 2 2mi
_ _;;/Hm Z - VabchE;lab n Z Vhijkvékhi .
7 )i 2 B (v ) E (et ) |, 2= B (ot ) (B~ (6 T )
abhzvhzab
—2 dE
A F G a)E - )

-y Vabhi Vhiab
€a + € —€p — €

a<b,h<i
Z h’L |ab |2
= 4 — —
abhi €a + €b €h €;

where only the third term in the second line makes a non-zero contribution. This expression includes all possible
second-order diagrams, and is hence exact. The ph-RPAX has the same second-order energy contribution,

ES = i |t M(B)VPE
11 oo Va ivia Vai‘_/i a
:_77./ 3 hbi Vbiah Y haibVibh
1imi | e 22— (@~ (@ @) A B (en — ) (E— (e — @)
VanivVibah
—2 dE
g; o~ (B~ (e~ @)

_ Z ahzbvzbah
€ — €L — €+ €
abhz

Z hz||ab |2
4abhz€a+6b_€h_€l

but an inherent drawback of the ph-RPAX is its sensitivity to instabilities in the non-interacting reference state:
when the non-interacting reference state is unstable with respect to orbital rotations, the ph-RPAX breaks down and
produces imaginary eigenvalues [I9]. For this reason, molecular calculations are done almost exclusively using the
‘direct’ ph-RPA[8] 10} [I8], which does not suffer from such instabilities. The ph-RPA, however, does not have the
correct second-order energy expression because it does not consider antisymmetrized two-electron integrals:
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g LL T, [I°(E)V]2dE
ph 4270 |0
S Ly Voo Vi oy Vaais Vs
42mi ) oo G (B = (ea —en))(E = (v —€i)) = (B~ (en — €a))(E — (ei — &)
Vahib‘z‘bah
—2 dE
WZM (E — (€a —€n))(E — (€ — &)
_ iy VaniVivan
2abhiea—eh—ei+6b

1 hi|ab)|?
=S |(hilab)|

2 e — s
vt €q + €p — € — €

Only the last term in the second line does not vanish upon integration.

E. The particle-particle RPA for systems with fractional electron number

While equation describes the pp-RPA for systems with integer electron number, the behavior of the pp-RPA
for systems with fractional electron number or spin can be quantified by taking the fractional orbital occupations into
account explicitly in the pp-RPA equations

Aabed =V (1 — ng) (1 — np){ablled) /(1 —ne) (1 — ng)
+ 6ac5bd(€a + €y — 21/)
Bavij =V/ (1 = na)(1 = np)(abllij)/nin;
Cijr :\/anﬁjnkl%/nknl — 5ij5kl(€i + € — 2v). (54)
This extension to fractional occupation number follows the same approach as the one taken in previous work by

Cohen, Mori-Sanchez and Yang [6, [I5] and is explained in more detail in Ref. [22]. When all orbital occupation
numbers are integer these equations reduce to the usual pp-RPA equations.
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II. ADDITIONAL FIGURES AND TABLES

We computed the KS reference wavefunctions with Gaussian03 [9] for the systems with integer electron number
and with the QM4D package for systems with fractional electron number or spin [I]. For the subsequent pp-RPA
calculation, we used our implementation, which diagonalizes the pp-RPA matrix. Since the diagonalization is com-
putationally expensive, we used a cc-pVDZ basis set for all calculations, except for the Ar and Ne atoms, for which
we used an aug-cc-pVDZ (FC) basis set. For the calculations on thermodynamical properties, we used a cc-pVTZ
basis set limited to F-functions because the pp-RPA energy converges slowly with the basis set size (Fig. 12 of ref.
([21])) and geometries from the G2 test set [7]. Accurate potential energy functions for the dimers of the noble gases
have been taken from the work of Ogilvie et al. [I6] [I7] and the MRCI potential energy function for the N, in the

cc-pVDZ basis set has been taken from previous work [20].
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FIG. 1: The pp-RPA energy (left: restricted LDA reference, right: restricted HF reference) for the H, molecule approaches the
correct value in the dissociation limit, but has an unphysical 'bump’, much more so than ph-RPA. The dashed lines indicate

the dissociation limit from the fractional analysis of the H atom.
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FIG. 2: In contrast to the ph-RPA, the pp-RPA dissociates H correctly (left: LDA reference, right: HF reference). The
dashed lines indicate the dissociation limit from the fractional analysis of the H atom.
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Bond length (Ang) Bond length (Ang)
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FIG. 3: The pp-RPA also gives a correct energy profile for HeJ, in contrast to the ph-RPA (left: LDA reference, right: HF
reference). The dashed lines indicate the dissociation limit from the fractional analysis of the He atom.
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E (Hartree)

1.0 00 10 00

FIG. 4: The ph-RPA energy for the H atom (left) is a nearly constant function of the fractional spin projection, but is a convex
function of the fractional electron number. The pp-RPA energy (right) is physically correct: it has a nearly constant function

of the fractional spin projection and a linear function of the fractional electron number. Like the exact functional, its derivative
has a discontinuity at N=1.

E (Hartree)
E (Hartree)

20 1.0 20 10

FIG. 5: The ph-RPA energy for the Li atom (left) is a nearly constant function of the fractional spin projection, but is a
convex function of the fractional electron number. The pp-RPA energy (right) is a nearly constant function of the fractional

spin projection and a nearly linear function of the fractional electron number. Like the exact functional, its derivative has a
discontinuity at N=3.
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FIG. 6: The pp-RPA also gives a correct energy profile for Cl;, in contrast to the ph-RPA (left: LDA reference, right: HF
reference). The dashed lines indicate the dissociation limit from the fractional analysis of the He atom.
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FIG. 7: The pp-RPA energy for the Cl atom is nearly linear in between integer electron numbers, as opposed to the ph-RPA
energy (left: LDA reference, right: HF reference). The ’accurate’ graph consists of line segments between the CCSD energies

for the integer occupations.
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FIG. 8: The pp-RPA describes the stretching of the C-C bond in C,Hg correctly (left: restricted LDA reference, right: restricted
HF reference). The positions of the H atoms are kept fixed at their equilibrium position.
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FIG. 9: The pp-RPA leads to a decreasing energy in the dissociation limit of the triple bond in N, (left: restricted LDA

reference, right: restricted HF reference).

Bond length (Ang)

10 100 1000 10000 100000
1 1 1 1

-109

-110

E (Hartree)

-1+

112

-113-

E (Hartree)

Bond length (Ang)
10 100 1000 10000

100000

-106 —L

-107

-108

-109

110

-1114

-112 4

-113-

FIG. 10: The dissociation limit of the pp-RPA and ph-RPA energy for N, corresponds to the energy of two spin and angular
momentum unpolarized N atoms, indicated with dashed lines (left: restricted LDA reference, right: restricted HF reference).
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FIG. 11: The ph-RPA and pp-RPA both describe the van der Waals interactions in the Ar dimer well (left: LDA reference,

right: HF reference).
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FIG. 12: The pp-RPA also describes the van der Waals interactions in the heteronuclear NeAr well (left: LDA reference, right:

HF reference).
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FIG. 13: The basis set convergence of the pp-RPA energy is rather slow, similar to that of ph-RPA. The atomization energy
Dy converges faster to its basis set limit than the absolute energies (left: N,, right: CO).
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TABLE I: The left and right derivatives of the pp-RPA(LDA) and ph-RPA(LDA) energy in eV, computed by finite difference
(with A =0.001), agree well with experiment, especially the derivatives with respect to the HOMO orbital occupation.

OE oF OE OE
(anf)N_é (an)N_5 emomo  —1I (anf)NH (B”f)N+5 ecumo A

pp-RPA(LDA) ph-RPA(LDA) KS-LDA expt. pp-RPA(LDA) ph-RPA(LDA) KS-LDA expt.
Li -5.395 -3.130 -3.581 -5.392 0.125 -3.013 -2.169 -0.618
Be -8.628 -5.379 -6.042 -9.323 1.185 -2.811 -2.515 -0.295
B -8.184 -3.668 -4.540 -8.298 0.772 -4.010 -3.812 -0.280
C -11.112 -5.271 -6.564 -11.260 0.177 -4.131 -5.083 -1.262
N -14.281 -6.636 -8.849 -14.534 0.959 -5.553 -4.910 -0.070
0] -15.137 -8.242 -9.636 -13.618 -1.395 -8.299 -7.709 -1.461
F -17.803 -10.193 -11.837 -17.423 -4.206 -11.434 -10.812 -3.401
MAE 0.445 5.332 4.114 0.945 4.552 4.232

TABLE II: The left and right derivatives of the pp-RPA(HF) and ph-RPA(LDA) energy in eV, computed by finite difference
(with A = 0.001) agree well with experiment.

oE J2) oF oE
(W)N—é (W)N—& CHOMO -1 (E)N-HS (W)Nﬁ-é €LUMO A

pp-RPA(HF) ph-RPA(HF) HF expt. pp-RPA(HF) ph-RPA(HF) HF expt.
Li -5.349 -2.580 -5.343 -5.392 -0.030 -2.026 0.153 -0.618
Be -8.528 -4.595 -8.416 -9.323 0.336 -2.054 0.396 -0.295
B -8.369 -3.013 -8.666 -8.298 0.424 -2.821 0.795 -0.280
C -11.405 -4.649 -11.941 -11.260 0.377 -3.978 1.025 -1.262
N -14.696 -6.639 -15.531 -14.534 1.357 -3.273 2.095 -0.070
0] -15.607 -6.948 -16.648 -13.618 0.226 -5.759 1.765 -1.461
F -18.397 -8.841 -19.921 -17.423 -1.787 -8.885 0.967 -3.401
MAE 0.597 6.083 1.219 1.184 3.058 2.083

TABLE III: The errors in the atomization energies Do and the heats of formation AH (in kcal/mol) relative to the experimental
values AHegpe., computed with pp-RPA in the cc-pVTZ basis set, are significantly better than those computed with ph-RPA.
Dgp—RPA Dgh—RPA Apr—RPA Ath*RPA AHezpt

C2Ha2 406.3 387.3 53.2 72.2 54.2
CHy 410.6 410.8 -9.3 -9.6  -17.9
Cly 56.6 44.2 1.4 13.7 0.0
CO 265.0 243.6 -32.1 -10.7  -26.4
F2 37.5 27.9 1.0 10.6 0.0
Ho, 100.4 108.3 8.8 0.9 0.0
H2O 225.8 218.8 -51.3 -44.4  -57.8
HC1 102.4 98.3 -18.1 -14.0  -22.1
HF 139.2 128.5 -63.5 -52.8  -65.1
HOC1 161.7 148.5 -15.1 -1.9 -178
HOOH 262.7 250.6 -26.4 -14.3  -32.5
LiH 479 52.6 43.2 38.5 33.3
N2 225.6 221.8 3.0 6.8 0.0
NaCl 94.2 82.2 -39.8 -27.8  -43.6
NH 75.7 81.3 93.0 87.3 85.2
NH, 170.6 177.5 56.0 49.1 45.1
NH3 284.5 288.9 1.9 -25  -11.0
O3 129.4 111.3 -8.8 9.2 0.0
MAE 5.8 10.4

MAX 12.9 18.0
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