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Despite their unmatched success for many applications, commonly used local, semi-local, and hybrid
density functionals still face challenges when it comes to describing long-range interactions, static
correlation, and electron delocalization. Density functionals of both the occupied and virtual orbitals
are able to address these problems. The particle-hole (ph-) Random Phase Approximation (RPA),
a functional of occupied and virtual orbitals, has recently known a revival within the density func-
tional theory community. Following up on an idea introduced in our recent communication [H. van
Aggelen, Y. Yang, and W. Yang, Phys. Rev. A 88, 030501 (2013)], we formulate more general adia-
batic connections for the correlation energy in terms of pairing matrix fluctuations described by the
particle-particle (pp-) propagator. With numerical examples of the pp-RPA, the lowest-order approxi-
mation to the pp-propagator, we illustrate the potential of density functional approximations based on
pairing matrix fluctuations. The pp-RPA is size-extensive, self-interaction free, fully anti-symmetric,
describes the strong static correlation limit in H,, and eliminates delocalization errors in H;’ and other
single-bond systems. It gives surprisingly good non-bonded interaction energies — competitive with
the ph-RPA — with the correct R~® asymptotic decay as a function of the separation R, which we argue
is mainly attributable to its correct second-order energy term. While the pp-RPA tends to underesti-
mate absolute correlation energies, it gives good relative energies: much better atomization energies
than the ph-RPA, as it has no tendency to underbind, and reaction energies of similar quality. The
adiabatic connection in terms of pairing matrix fluctuation paves the way for promising new density

functional approximations. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4865816]

Il. INTRODUCTION

Density functional approximations (DFAs) based on
many-body perturbation techniques may offer solutions to
some of the challenges density functional approximations
continue to face. Commonly used local, semi-local general-
ized gradient, and hybrid density functional approximations
are unmatched in their success for many applications, but are
unable to deal with several fundamental problems for which
there is no straightforward solution.! The most prominent
problems, such as their persistent delocalization and static
correlation errors and inability to capture long-range inter-
actions, are extremely difficult to solve within the simple
framework of (semi-)local smooth functionals of the density
or gradient.”™ Continuous functionals of the density or the
Kohn-Sham (KS) density matrix are incapable of describ-
ing the discontinuous piecewise-linear nature of the exact en-
ergy functional,” which lies at the heart of the static correla-
tion and delocalization errors observed in density functional
approximations.*® Local and semi-local functionals are un-
able to describe long-range interactions, which require a fully
non-local functional.”® As a consequence, slightly more com-
plex ab initio methods that can still be formulated in a com-
putationally efficient manner provide attractive alternatives as
computer speeds continue to increase.’'> The most notable
density functional method of this kind is perhaps the particle-
hole Random Phase Approximation (ph-RPA).'>!3 The ph-
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RPA can be viewed as a density functional through the adi-
abatic connection'*!> and fluctuation-dissipation'® (ACFD)
theorem. The adiabatic connection forms a direct link be-
tween the correlation energy in the density functional the-
ory (DFT) perspective and the polarization propagator, which
describes density fluctuations in many-body perturbation the-
ory. The ph-RPA provides an approximation to the polariza-
tion propagator and leads to a simple analytical expression
for the correlation energy, equivalent to the sum of all ring
diagrams!”!® (in this context, the ph-RPA is almost exclu-
sively used in its “direct” formulation, which neglects the ex-
change terms in the two-electron integrals, and so we will
use to term “ph-RPA” to denote the direct ph-RPA). Efficient
implementations reduce its computational cost to O(M*),'%20
OWM*),>' or even O(M?)?* with M a measure of the system
size — competitive with the cost of a Hartree-Fock (HF) cal-
culation. The ph-RPA has several merits compared to com-
monly used DFAs: it is fully non-local, describes long-range
interactions,”»>3 eliminates static correlation errors (it gives
the correct dissociation limit for H,, for instance, Ref. 26),
and is applicable to systems with vanishing gap. But it has
large delocalization errors.”’

Following an idea introduced in a recent
communication,?® we formulate an alternative adiabatic
connection for the correlation energy in terms of the particle-
particle propagator, or, equivalently, the pairing matrix
fluctuation, set forth in Sec. II. The adiabatic connection

© 2014 AIP Publishing LLC


http://dx.doi.org/10.1063/1.4865816
http://dx.doi.org/10.1063/1.4865816
http://dx.doi.org/10.1063/1.4865816
http://crossmark.crossref.org/dialog/?doi=10.1063/1.4865816&domain=pdf&date_stamp=2014-02-26

18A511-2 van Aggelen, Yang, and Yang

we formulate is similar in form to the well-known ACFD
theorem. It is in principle exact. It thus provides a basis
for developing density functional approximations based on
pairing matrix fluctuations. The most straightforward approx-
imation is the pp-RPA,!7-?° the lowest-order approximation
to the pp-propagator. As Sec. II illustrates, it is similar in
form to the ph-RPA. The pp-RPA is a well-known technique
to describe nuclear many-body effects,? but in contrast to the
ph-RPA it has not received much attention within the DFT
community. Like the ph-RPA, the pp-RPA can be viewed
as an alternative formulation of a coupled-cluster method:
the pp-RPA correlation energy amounts to the sum of all
ladder diagrams.!” As such, it is equivalent to coupled-cluster
doubles (CCD) restricted to ladder diagrams.’*~*? Although
the adiabatic connection we formulate lays the foundations
for a wealth of approximations based on pairing matrix
fluctuations, we will take the pp-RPA to be a representative
of density functional approximations based on pairing matrix
fluctuations and the ph-RPA as a representative of functionals
based on density fluctuations. Section IV illustrates some
of the main differences between the two types of RPA with
numerical examples.

Il. PAIRING MATRIX FLUCTUATIONS
AND THE ADIABATIC CONNECTION

A. Pairing matrix fluctuations

The particle-particle propagator describes instantaneous
pairing matrix fluctuations. For a system with a fixed num-
ber of electrons N, for which (N2) = (N)2, the pairing matrix
Kk is identically zero, because it involves components of the
wavefunction with different electron numbers,

kij = (Wola;a;|W¥p).

Although most quantum chemical methods restrict them-
selves to eigenstates of the electron number operator N,
it may be beneficial to break particle number symmetry
while preserving the electron number expectation value,
(N) = N."%1In its time-dependent form, the retarded particle-
particle (pp-) propagator,

Kiju(t —1')

= %’90 — )Y |lan, (Dan, (@), aLI(t’)aLk(t’)]]\pé\’>, 1)

describes the response of the pairing matrix to a perturbation
in the form of a pairing field, F(r) = Y_,, fu(t)a)a}6(t). The
operators a;,i (#) are the creation operators in the Heisenberg
picture, a;(r) = eiANgle 71N 4nd the term —v iV,
with v the chemical potential, is added to the Hamiltonian
such that the N-electron state is the minimum under the total
Hamiltonian H — vN when the particle number is allowed to
change. Under the influence of such a pairing perturbation, the
pairing matrix no longer vanishes, and its change is described
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by the pp-propagator in the linear response regime,

—i [t .
Kij(t) = 7’ /_ (W' [lan, (Dap, (0), Fu@)])|w))dr’

+00 _
- / >R = g futdr'
o

where Fy(t) = Yy, fuay (Nal, (NO(1) is the Heisenberg
form of the pairing field. Since the pairing matrix vanishes
for the N-electron ground state, the particle-particle propaga-
tor completely describes the dynamic fluctuation of the pair-
ing matrix, i.e.,

Kijk/(t - l/) = %9([ - t/)<"pévi[(aHi(t)aHj(t) - <aiaj>)’
(aly, (tal, (1) — (afal)][ ).

From its Fourier transform to the energy domain it is appar-
ent that the retarded particle-particle propagator characterizes
double electron addition and ionization processes,

K(E)iju :/ e FCO Kt — t)d(t —t)

-0

g 8 2 el
E — a),11V+2 +in

n

_ Z <\II(])V |a;az|\yr]lv_2)<qullv_2|aiaj |\Il(])v> (2)
E—w'+in 7

n

since its poles determine the double electron addition and
ionization energies, w2 = ENT2 — EN —2v and o)7?
= Eév — E,’,V =2 _ 2y, and the residues determine the corre-
sponding transition amplitudes. These properties of the pp-
propagator have been used to compute Auger spectra, which
involve double ionization processes, with the pp-RPA.333*

The time-ordered pp-propagator K,

—1 ,
Kijua(t = 1) = —{(WQ' | Tlan (Dan, (Na}, (¢ ay, 1)1 95')
with 7 the time-ordering operator, differs only from the re-
tarded propagator K in the position of its poles in the negative
real plane,

+oo i ’
Kiju(E) = / e K it — t)d(t — 1)
—00

-y (o) @i [0 2w 2] af | v
N E — a),]1v+2 +in

n

N e L
E — a)flvf2 —in ’

n

The retarded and time-ordered propagator therefore carry
much of the same physical information. However, as is the
case with the linear response, it is often more convenient to
adopt the time-ordered propagator to which the methodology
of many-body perturbation theory applies.®
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For a non-interacting reference wavefunction, the
particle-particle propagator K® becomes
00— F)0( — F)
E—(e+¢€;—2v)+in
O(F —DOF — )
E—(e+e€ —2v)—in’

K () =881

— kb

“

where F denotes the Fermi level and 6 the Heaviside func-
tion, so the left term generates particle-particle terms and the
right term generates hole-hole terms. As the pp-propagator is
antisymmetric under the exchange of two electrons, Kj(E)
= —Kjiu(E), we have used here (and in the following) an an-
tisymmetric basis in which the two-particle indices ij are re-
stricted, i < j. The non-interacting propagator is the particle-
particle propagator in the uncorrelated limit, and provides a
basis in which the exact propagator is approximated in many-
body perturbation theory. The adiabatic connection is par-
ticularly valuable in this context, as it forms an energetic
link between the exact, fully interacting, system described
by K and the non-interacting reference system described
by K°.

B. Adiabatic connections in terms of pairing
matrix fluctuations

The pp-propagator describes pairing matrix fluctuations
and, similar to the well-known ACFD theorem, pairing matrix
fluctuations determine the correlation energy via the adiabatic
connection. We formulate such an adiabatic connection in this
section. It relates the linear response of a system under an ex-
ternal pairing perturbation to its correlation energy in equi-
librium and is therefore also a type of fluctuation-dissipation
theorem. !¢

The energy of a system involving at most two-particle
interactions is determined by its second order density
matrix I",

Fijkl = <\I/6V|ajaja;ak|\llév)

=Y (W |alal w2 WV 2 e |w)). )
n

but it can also be formulated in terms of other second-order
metric matrices, like the G-matrix G,

Giju = (¥} |ala;ala | w))

=D (¥ laa; |0 W afa| ). ©)

In the second line in Egs. (5) and (6) we have used the com-
pleteness of the basis to make the relationship between these
second-order metric matrices and the residues of the prop-
agators (such as Eq. (3)) more apparent. All such second-
order metric matrices are linearly interrelated via the anti-
commutation relationships of the creation and annihilation
operators; for instance I'yjy = —Guy + Siva = G
— 8uYk, where yy is the first-order density matrix, y;;
= (WV]a]a;|WY). As a consequence, the adiabatic connec-
tion can be formulated equivalently in terms of G and I". The
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adiabatic connection path is defined by the Hamiltonian H,,
B, =h+i,+1V, (7

where i = 7 + 9., and @i, is so far only specified in the limits
A =0and A = 1: d is the effective potential that defines
the non-interacting reference system and &, = 0. This ensures
that H, corresponds to the non-interacting Hamiltonian Hy
when A = 0 and to the physical Hamiltonian A when A = 1.
The adiabatic connection is then

! dH
E—E(’:f (WA =2 [ty g
) I
1 1
3
=tr/ Virda+ o | Z2yign,

where
E® = (W°|Ho|¥°)
= tr (h + ug)y°.
Using the exact exchange functional,

EF [y = (w01 A1w°)
1
=1tr / VIl + tr ﬁyo,
0

as a reference, the correlation energy E¢ = E — EMF[)0]
becomes

1
E° =tr / V(I — T%dx + trugy®
0

1
all;~ A
+tr —y*dAi.
, or?’
Given the linear relation between the second order density
matrix and the G-matrix, this gives rise to two equivalent
formulae for the correlation energy:

1 1
) d
E€ = tr / VI —T%dr + trugy® +tr / o ydx
, 0 %
®)

1 1
E =t f V(G - GHan - f (ij1ki) (Vi — i)
0 0

ijk

0 lauk A
+trugy” +tr FTRA dx, 9

0

where

* *
ik =/¢i (X))} (X2) i (X1) i (X2) 1,
Ir1 — 12|
Viju = (il1jk), and Vi = (ijlIkl) = (ijIkl) — (jilkl).
There are several ways to choose the adiabatic connection
path. Conventionally, the ph-RPA has been used in conjunc-
tion with the constant-density adiabatic connection path.'*
In Subsections II B 1-II B 5, we formulate the constant-
density adiabatic connection path in terms of pairing matrix

fluctuations and explore more general integration schemes.
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1. Constant-density adiabatic connection path

The potential i, (r) can be a local potential, chosen so
that the density remains constant along the adiabatic connec-
tion path, p° = p* = p, as in the formulation by Langreth
and Perdew.'* Equations (8) and (9) can then be simplified,
because

tr uoyo +tr B_;YACM =trugp +tr(u; —up)p =0
0
(10)

vanishes as #; = 0 to be consistent with the physical Hamil-
tonian (Eq. (7)). The adiabatic connections (Egs. (8) and (9))
then reduce to

1
ES=tr / vV({IT* —1%dx (11)
0
and
1
E¢=1tr / V(G — G%d. (12)
0

The G-matrix can be derived from the polarization propagator
IT, which describes density fluctuations

M(E)iju =Y

n#0

(\IJ(’)V|ajaj |\IJ,ILV>(\IJ,{V|a,Tak|\IJéV>
E—-ol+in

-y (g’ lafa; |9 ) v o) or | ¥3))
E+ o) —in

n#0

resulting in the well-known ACFD theorem

1
ES=1r / V(G — G%dx

+ioo
/ / e Ee VMM (E) — N%E)dEd)
27rz _

(13)
+ioco
’
e o
H)\ ) 9E _HO ) /7E
xf X Ir) o &% B) 1 Ean. (14)

This equation has been extensively used in conjunction with
the ph-RPA, the lowest-order approximation to the polariza-
tion propagator II. The second-order density matrix can be
derived from the pp-propagator (3), resulting in an equiva-
lent adiabatic connection for the correlation energy in terms
of pairing matrix fluctuations:

1
ES=tr / V(I — r%dx
+ioco
/ / eEtr VIKME) — KY(E)IdEd,  (15)
2m _

+ioo
27n / ,/

A _ 0 /
x/dxdx/K (X’X’?: rlj(X’X’E)dE. (16)
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This adiabatic connection formulates the correlation energy in
terms of dynamic pairing matrix fluctuations and is therefore
also a fluctuation-dissipation theorem.

2. Harris-Jones adiabatic connection path

The Harris-Jones adiabatic connection provides an al-
ternative to the constant-density adiabatic connection.*® The
potential i, is local and linear in lambda, @; = (1 — X)ii,
such that Iﬁ =h+ (1 — Mg + AV. The density is not con-
strained except at the end points, p' = p°. The one-electron
part in Egs. (8) and (9) is then

trugy® +tr
0

so that Egs. (8) and (9) reduce to

1
—yrdh = —tr / ug(p* — p")da,
0

1 1
ES=tr / VI* = 1%dx —tr / u(p* — p%dr, (A7)
0

0

E€ —tr/ V(G = GYdx — Z/ (ijlki) J/,k J/,k)dk

ijk

1
- / (o’ — pO)dA, (18)
0

where the density changes along the adiabatic connection
path.

3. Linear adiabatic connection path without
density constraints

The linear adiabatic connection path &1, = (1 — A)iip can
also be used with a — possibly non-local — potential i, for
which p° # p'. This makes it possible to establish an adia-
batic connection between the interacting system and any un-
correlated reference:

1 1
E¢=tr / VI —T%dx —tr [ uy(y* —yVdr, (19)
0 0

E=tr / V(G —GYdr - / (ij1ki) (vji — vie)dA
0

ijk

1
—tr / u(y* — yda. (20)
0

In contrast to the constant-density or the Harris-Jones adia-
batic connection, which requires the exact KS reference po-
tential to satisfy the density constraint p° = p!, this adiabatic
connection is valid for any non-interacting reference.

4. Generalized adiabatic connection paths

The linear dependence of the Hamiltonian Eq. (7) on the
interaction strength can be further generalized: the electron-
electron interaction may have a nonlinear dependence on the
interaction strength A%’ as long as the end points 0 and b
correspond to the non-interacting reference system and the
fully interacting system.”’ Assuming the form H = h + i,
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+ W;, with 4, = 0, Wy = 0, and W, =
expressed as

%, the energy can be
b N
oH
E—E°= / (WA =2 [y d
0 A

b b
W 9
* r/ Wk, @D
, ox ) o

=1r

b
AW
E—E"[y) =t / Arhan = VIO + tr ugy®
o O
b
E)uA 2
t ——ydx. 22
+r/0 TR (22)

If the potential i;, is local and chosen to keep the density con-
stant along the adiabatic connection path, similar to Eq. (10),

b
all)~ A 0
t —ytdi = —t ,
T /o TR T Upp
so Eq. (22) simplifies to

b
E—EF[)0 =t / —tr VI (23)

IW
ALY V)Y
,  OA

b
oW
:tr/ A —tr W,TO. (24)
o OA

A suitable choice for the nonlinear potential WA is, for exam-
ple, the error function, for which the fully interacting system
is obtained at b =1,

erf (ﬁrlz)

W (r10) = .
12

and the correlation energy expression (23) becomes

erf
E—Eif =u / —* 1T*dx —tr VI°
o OA
with
oW () 2e~ (5

ERS T =)

5. Numerical illustrations on the adiabatic connection
in terms of pairing matrix fluctuations

From a practical point of view, the constant-density adia-
batic connection path is most useful as it only requires knowl-
edge of the pp-propagator K* along the adiabatic connection
path. We will use this form of the adiabatic connection in the
numerical illustrations of the lowest-order approximation to
the pp-propagator, the particle-particle random phase approx-
imation in Sec. IV. We will analyze the pp-RPA energy con-

J. Chem. Phys. 140, 18A511 (2014)

tribution along the adiabatic connection, given by U(A),

UMW =t V(I =T

-1 +ioo
= eE'r VIKMNE) — KY(E)IJE
2mi —ioco
o+v
n, 2\ * n 2
S G e~ 3 Vi
n p<q,r<s i<j

(25)

such that the area under the graph of U(X) represents the

correlation energy, E¢ = fol U(A)dA. In the above equation
,';N > = (WY2|g;a;|WY). For comparison, we will show

analogous plots for the ph-RPA correlation energy,

UMW = o V(G — GY)

—1 +ioo .
=5 e Eae VIMM(E) — N%E)|dE
—ioo
- Z Z Z /b Xza lalb Z Z Vtazaa (26)
n ij ab

where x = (W |ala; |Wy'). The accurate reference calcula-
tions we will compare to are based on the variationally op-
timized second-order density matrix (v2DM) method under
two-positivity conditions,3$

UWVPM — ¢ V(T — T9), 27)

where the density is assumed to be constant, just like in the
pp-RPA and ph-RPA calculation, although this assumption
is not generally valid. Unless the density is explicitly con-
strained along the adiabatic connection path, it changes with
the interaction strength, and only expression (19) is exact in
this case. We therefore also present v2DM reference calcula-
tions using expression (19)

UMWUPM* — e V(II* — T —trug(y” — »%).  (28)

Since this adiabatic connection makes no assumption on the
density along the path and the two-positivity conditions are
exact for two-electron systems, Eq. (28) yields exact refer-
ence values for two-electron systems and generally very ac-
curate values for three- and four-electron systems. Note that
the exact U()) along this adiabatic connection path is not nec-
essarily convex, unlike U(}) along the constant-density adia-
batic connection path. The pp-RPA adiabatic connection path
is illustrated and further discussed in Figures 1-5 and Sec. I'V.

C. The particle-particle random phase approximation

The adiabatic connection (16) is in principle exact, but —
just like the adiabatic connection in terms of the polarization
propagator — it requires an expression for the pp-propagator at
each interaction strength. The pp-RPA is the most straightfor-
ward approximation to the pp-propagator; it makes the propa-
gator’s dependence on the interaction strength explicit. It ap-
proximates the interacting propagator K, Eq. (3), in terms
of the uncorrelated propagator K°, Eq. (4), in the form of a
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um

FIG. 1. In Hj near equilibrium, the pp-RPA slightly underestimates the cor-
relation energy, given by the area under the curve of U()) along the constant-
density path, Eq. (25). The v2DM* curve shows the exact correlation energy,
obtained by the adiabatic connection of Eq. (28), while the v2DM curve as-
sumes a constant-density along the path as an approximation, Eq. (27).

Dyson-like equation, similar in form to the ph-RPA,

K*(E) = K%(E) + AK%(E)VK*(E), (29)

where all operators are expressed in an anti-symmetrical basis
with restricted two-particle indices ij for which i < j. Since
the non-interacting propagator K only has particle-particle
and hole-hole terms the dimension of the matrices K° and K
in the pp-RPA is 5(0 — 1) + 5(v — 1), where o is the number
of holes (occupied orbitals) and v is the number of particles
(virtual orbitals). The Dyson-like approximation (29) makes
it possible to carry out the lambda-integration in (16) ana-
lytically and write the correlation energy in closed form by
recognizing that the Dyson-like equation generates an infinite
series equivalent to the Taylor expansion for In(I — K°V):

+ioco
ES = / / tr [KNE)V — K%E)VIdEd)
2mi _

+ioco X
A [(KOVY |d Ed
o / f Z r[(KV)']

B n=

1 +ico X
=—5- | Z L [(K°V)'|dE (30)
A

um)

FIG. 2. In H, at 10 A the pp-RPA and the ph-RPA significantly underesti-
mate the correlation energy, given by the area under their respective curves,
leading to the unphysical barrier in the dissociation graph for H,. The area
under the v2DM* curve shows the exact correlation energy and the v2DM
curve shows an approximate constant-density path.

J. Chem. Phys. 140, 18A511 (2014)

A
0 0.5 1
| \ 0.0
i ph-RPA
pp-RPA ---------
v2DM*
V2DM e
1 -0.1
2
=}
1 -0.2

FIG. 3. For two H atoms separated by 10 000 A the pp-RPA and the ph-RPA
correctly reproduce the strong static correlation energy, given by the area
under their respective curves. The area under the v2DM* curve shows the
exact correlation energy and the v2DM curve shows an approximate constant-
density path.

1 +ioo
— tr [In(I —

KV) + K°VIdE.  (31)
271

—100

This is just one way to characterize the pp-RPA correlation
energy. The Dyson-like equation can be reformulated as an
eigenvalue problem by multiplying each side of the equation
by (E — w)~?) and subsequently taking the limit E — ™2
to single out the terms that have (E — a)flv %) in the denoml—
nator on each side of the Dyson-like equation. This reveals a
symplectic eigenvalue problem in the eigenvalues w, and the
eigenvectors x",

0
Z (Vahcd + 8ac‘shdwah)xgd + Z VabhiX/l:i = wnX:};,
c<d h<i
0
Z Viica Xog + Z (Vi — 8jh8ikwhi)X‘7k = —WnXp;»
c<d j<k
where wg g =€p+€ —2v. The same set of equations

emerges for the double electron addition energies w[Y*2.

These equations can be written in the form Ry = @M x with
=(§ %) or
0-1

A B\ /X 1 0 X
=w (32)
B Cc/\Y 0 —1/\y
by
0 0.5 1
E T 0.0
S
5
ph-RPA
pp-RPA --------- 1 -0.1
exact -

FIG. 4. The pp-RPA correctly adds no correlation energy to the exact ex-
change in H;r at 10 A and is thus self-interaction free, while the ph-RPA has
a large self-interaction error, given by the area under its curve.
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um

FIG. 5. The pp-RPA correctly produces a small correlation energy for Hezr at

10 A, given by the area under the curve, while the ph-RPA adds such a large
correlation energy to the exact exchange that it fails to bind He;. The area
under the v2DM* curve shows the exact correlation energy and the v2DM
curve shows an approximate constant-density path.

when the eigenvectors are divided up into pp-vectors x and
hh-vectors y and the matrix R is divided accordingly into sub-
matrices A, B, and C, defined as

Aabea = {ablled) + 8468pawly,
Bupij = (abllij), (33)
Ciju = (ijllkl) — 5ik3jzw?,~-

The indices a, b are particle indices and i, j are hole
indices restricted to a < b and i < j, and v is the
chemical potential. While the inclusion of the chemical
potential is not strictly necessary, it conveniently shifts the
double electron addition energies w2 to be positive and the
double ionization energies @ =2 to be negative. Due to the
use of an antisymmetrized basis, the dimension of the ma-
trix A is N,, = 5(v — 1) and the dimension of the matrix C
is Ny, = (0 — 1). The correlation energy (31) can then be
written in terms of the eigenvalues w, (in a similar fashion to
the ph-RPA,!” see Ref. 28 for a full derivation),

Npp Nin

Za)N’LZ rA=— wa” rC. (34)

The symplectic eigenvalue problem (32) can also be de-
rived from the equations of motion (EOM) for the N + 2
(or N — 2) electron excited states generated by the oper-
ators 0" =3, X"babaa =2 Yl';a ]al (or their Hermitian
conjugate).?’ From the Schrodmger equation, an exact dou-
ble electron addition operator O" = [W¥+2) (W | must sat-
isfy [A,[H, O"]] = (EN*? — EM)[A, O"] for any operator
A. Projecting onto an uncorrelated reference wavefunction,
this leads to

(@9 |lapay, [H, O"11|@g) =
which is completely equivalent to Eq. (32), as the elements
(@) llapa,. [, alaN|®@Y) in (@) llapa,. (A, O"1]| DY) re-
duce to elements of the pp-RPA matrix R and the commuta-
tors (B |[apa,, alal]|®Y) in (@) |[a,a,, O"]|®Y) are either
zero or one depending on the pp- or hh-nature of the indices

wa( P |lapag, 0"1|@)) (35)
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pq and rs:

(@) |lapaq, [H,ala1l|®)) = Rpgrs.

(@) |lapay, alall| @) = Mys.

The pp-RPA energy can alternatively be interpreted as
the sum of all ladder diagrams: every term of the infinite se-
ries in Eq. (30) corresponds to a ladder diagram of increasing
order. As the summation of all ladder diagrams, the pp-RPA
is equivalent to the CCD restricted to ladder diagrams,'®3%-32

E;p = tr [TB],

where the CCD amplitude matrix T is a solution to the Riccati
equation

TA + T'BT! + Bf + CT! = 0. (36)

The matrices A, B, and C are equivalent to those in the sym-
plectic eigenvalue equation (32). This equation can be eas-
ily obtained from the eigenvalue equation (32) by identify-
ing T = (YX")T.31:32 Since the ladder diagrams summed to
obtain the correlation energy are all connected diagrams, the
pp-RPA is size-extensive.*

D. Stability of the particle-particle random
phase approximation

The pp-RPA does not suffer from instabilities like the ph-
random phase approximation with exchange (RPAX), i.e., the
ph-RPA with exchange in the two-electron integrals. The ph-
RPA is almost exclusively used in its “direct” formulation,
which neglects the exchange terms in the two-electron inte-
grals, within the DFT community. This preference is moti-
vated by the inherent instability of the ph-RPAX, but neglect-
ing exchange terms also makes it easier to reduce its com-
putational cost via resolution-of-the-identity or density-fitting
techniques. Even though the pp-RPA fully accounts for the
anti-symmetry of the pp-propagator, it does not suffer from
such instabilities. In contrast to the ph-RPAX matrix, which
determines the stability of the reference wavefunction under
orbital rotations and therefore often breaks down in cases with
near-degeneracies, the pp-RPA matrix determines the stabil-
ity of the reference wavefunction under double ionization or
electron addition.

The energies for a physical system at integer electron
number decrease monotonically in a convex manner:

N+2 N+ N+l N
Ey™ —Ey" = E;" - K,

N N-1 N-1 N-2
>Ey —E;” =E; —E; " (37)
This means that the system is stable with respect to the
propornation reaction from two N-electron systems to an
N + 2 and an N — 2 electron system. Since the chemical po-
tential can be defined as either the left- or right-derivative of

the energy with respect to electron number,
_ N+l N
=Ey " —Ey,

- _ N N—1
=E;, —E; ,
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the inequalities (37) can be written as

ENT? — E} —2vT >0,

EY —EY7?—-2v" <0,

so the double electron addition and removal energies defined
before are positive and negative, respectively,

2V+2 EN+2_EN_2v>O

N-2 _ N
wy - EO

—ENT? - 20 <0,

where the chemical potential v € [v", v~]. This physical
requirement on the wavefunction implies that the pp-RPA
matrix is positive-semidefinite. For any ¢ = > ,a,x’,

> i@y [faa. [H, alal1| @5 )i
ijkl
= ¢'Re
Npp+Nh;,
= Y ax")Rx"a,

Npp+Nin
Y onai(x") My ay

mn

Npp+Nun

Y onla*(x")My"

n

N, pp

=Y o) la,Pl(x")Mx"|
n

N

(-

> 0.

2 lan 1) ™MX"

Here we have used the orthogonality of the eigenvectors,
(x")™Mx™ = 0 for m # n and the normalization of the eigen-
vectors: eigenvectors dominated by pp-elements involve the
(N + 2)-electron states, have a positive norm (x")IMx” > 0
and can thus be normalized to 1, whereas eigenvalues domi-
nated by hh-elements involve the (N — 2)-electron states, have
a negative norm (x")"My" < 0 and can thus be normalized
to —1. So the stability of the state under double ionization
and electron addition implies that the pp-RPA matrix is pos-
itive semi-definite. Conversely, positive-semidefiniteness of
the pp-RPA matrix guarantees that the symplectic eigenvalue
problem produces N, real positive double electron addition
energies and Ny, real negative double ionization energies>”
and therefore assures that the correlation energy Eq. (34) is
real.

The Hartree-Fock ground state for systems described
by repulsive Coulombic interactions must satisfy the sta-
bility requirement. From the EOM perspective, Eq. (39),
it is clear that the elements of the pp-RPA matrix (32)
are the elements of the double commutator matrix Ryy;;

(dDNl[aka,, [H, ajaj]]lCDN) which determines the second

derivative of the energy with respect to double ionization
or electron removal. Suppose e”‘|d>6\' ), with & a double

J. Chem. Phys. 140, 18A511 (2014)

ionization/electron addition operator @ = %Zij u,jajaj
+ uj;a;a;, represents a small transformation of the uncor-
related wavefunction d>8’ that breaks the particle number
symmetry, since # does not commute with the electron
number operator N. The second-order derivative of the

energy under such a transformation, evaluated at W) is

PE P
h 8uZ18uij

(@ |e~® Fre| o)

*
Oug Ouij [, =0

= (@) [laxar, 1A, aja] 11| @),

If the double commutator matrix R is not positive-
semidefinite, the eigenvectors with negative eigenvalue
indicate that there exists a Bogoliubov transformation to a
superfluid state with (N)?  (N?) and non-vanishing pairing
matrix with lower energy. This is impossible: the energy
contribution from the non-zero pairing matrix in such a state
is of the form Y _  _ «% qu/cm17 and is manifestly

positive for a repulsive interaction V. The pp-RPA based
on a HF reference must therefore have real eigenvalues and
correlation energies.

lll. COMPUTATIONAL DETAILS

The numerical illustrations on the pp-RPA in Sec. IV are
post-HF or post-KS calculations based on HF or KS reference
wavefunctions from Gaussian03*' for the dissociation graphs
and HF or KS reference wavefunctions from QM4D*? for the
weakly bound dimers. For the subsequent pp-RPA calcula-
tions, we used our own implementation. For the discussion of
the molecular dissociation graphs and the adiabatic connec-
tion, we used the local density approximation (LDA) refer-
ence, while for the weakly bonded dimers we used HF ref-
erences to enable comparison to second-order Moller-Plesset
perturbation theory (MP2). For the accurate reference calcu-
lations along the adiabatic connection path we used our own
semi-definite optimization algorithm to optimize the second-
order density matrix under two-positivity conditions.*® We
denote this method as “v2DM.”

We used a cc-pVDZ basis set for the calculations of the
dissociation graphs and adiabatic connection graphs, a carte-
sian d-aug-cc-pVTZ basis sets for the Ar dimer and aug-cc-
pVDZ for the other van der Waals systems, both limited to
f-angular momentum functions.

IV. NUMERICAL ILLUSTRATIONS ON THE pp-RPA

The adiabatic connection (31) provides a framework for
developing density functionals based on pairing matrix fluc-
tuations. The most straightforward functional is perhaps the
pp-RPA, the lowest order approximation to the pp-propagator,
which may serve as an illustration of this new path for devel-
oping density functionals. We therefore examine the pp-RPA
in this section with applications to molecular dissociation and
thermodynamic properties. We focus in particular on its com-
parison to the ph-RPA, since the two RPAs can be viewed
as representatives of the two different adiabatic connection
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perspectives for the exact exchange-correlation energy,
Eqgs. (14) and (16).

The pp-RPA gives the correct dissociation limit for
the two paradigmatic cases for strong static correlation and
delocalization, H, and Hj.?® The most commonly used
functionals today, local density approximations, generalized
gradient approximations, and hybrid density functional
approximations, fail to describe both dissociation limits well
within a restricted framework. The success of these DFAs
for many applications relies on error cancellations between
the exchange and correlation part of the functionals, so they
fail to describe the extremes of the spectrum, where either
correlation or exchange dominate. The H, and H;r molecules
are paradigmatic examples of these extremes: describing the
dissociated H; correctly requires strong left-right static corre-
lation, which DFAs typically underestimate, while describing
the dissociated HJ requires exact exchange but no correla-
tion, so even hybrid functionals that mix in a fraction of exact
exchange fail to describe the two extremes. The pp-RPA pro-
duces the correct dissociation limit for both H, and H;’ , while
the ph-RPA fails to bind the H; ion.”® At shorter bond lengths,
near 10 A, the pp-RPA energy for H, shows an unphysical
repulsion, which is also present in the ph-RPA energy, albeit
to lesser extent. This unphysical barrier for dissociation
occurs for different references and its origin in the ph-RPA
has been the object of speculation, with some authors at-
tributing it to the lack of self-consistency*>** — although this
hypothesis has recently been rejected by actual self-consistent
implementations® — and others attributing it to the lack of
higher order excitations in the ph-RPA.%® Unlike the ph-RPA,
the pp-RPA is self-interaction free: it reduces to the HF func-
tional for one-electron systems. So it has no delocalization
error for the dissociated Hj molecule and produces equally
good potential energy functions for less trivial odd-electron
systems.”® The ph-RPA has large self-interaction errors for
these systems; it adds such a large correlation energy to the
exact exchange that the HJ and He; molecules are not bound.

The adiabatic connection provides an additional perspec-
tive on the pp-RPA energy contribution as a function of the
interaction strength. Figs. 1-3 illustrate the correlation energy
contribution in the pp-RPA along the adiabatic connection
path for H,. In the dissociation limit, the pp-RPA energy along
the constant-density adiabatic connection path approaches the
step function, much like the exact connection. Near equilib-
rium, the pp-RPA energy along the constant-density adiabatic
connection path has the exact initial slope but falls short in
the interacting limit and therefore slightly underestimates the
correlation energy. Such an energy profile along the adiabatic
connection path seems to be typical in molecules near equi-
librium geometry. Near 10 A the pp-RPA and the ph-RPA
severely underestimate the correlation energy, resulting in the
unphysical barrier in the dissociation of H,. Figs. 4 and 5 il-
lustrate how the pp-RPA has no self-interaction error in Hj
or HeJ while the ph-RPA gives a much too large correlation
energy at any interaction strength.

The restricted dissociation of the N, molecule proves an
even greater challenge than the dissociation of H, because it
involves a simultaneous stretch of three bonds. The ph-RPA
prevails for such cases, as it has no static correlation error
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for the stretched N, molecule, while the pp-RPA energy is
much too low, similar to truncated coupled cluster methods
like coupled-cluster with singles and doubles (CCSD).?® The
failure of the pp-RPA for such cases, however, seems to have
little adverse effects on thermodynamic properties — even the
reaction energies surveyed in previous work are rather good*®
— perhaps because chemical reactions rarely involve simulta-
neous multiple bond breaking.

One of the main reasons for the renewed interest in
the ph-RPA has been its ability to capture long-range inter-
actions in a seamless manner with the correct R~® asymp-
totic decay.”>>"> It has served as a source of inspiration for
more empirical density functionals. Can the pp-RPA also de-
scribe this type of interactions? Perhaps surprisingly, the pp-
RPA gives very good interaction energies for several types
of non-bonded interactions, competitive with or even better
than the ph-RPA energies:*® the pp-RPA(PBE) has an over-
all mean signed error (MSE) and mean unsigned error (MUE)
of —0.28 and 0.60 kcal/mol while the ph-RPA(PBE) has an
MSE and MUE of 1.86 and 1.86 kcal/mol. A possible expla-
nation for these good results is the correct second-order en-
ergy term in the pp-RPA: the second-order term in Eq. (30)
is exact, equivalent to MP2 correlation energy. The ph-RPA
has a similar second-order energy term but neglects the ex-
change terms. Since the second-order energy term is the pre-
dominant term in describing weak interactions, this may ex-
plain why the pp-RPA gives surprisingly good non-bonded
interaction energies. Figure 6 supports this explanation: upon
dissociation, the pp-RPA interaction energy for the weakly in-
teracting noble gas dimer Ar, nearly equals the MP2 interac-
tion energy, although MP2 binds the Ar dimer more strongly
(Fig. 7). Its correct second order energy term also ensures a
physically correct R~ asymptotic decay of the interaction en-
ergy, as illustrated in Figure 6. Calculations on the van der
Waals database explored in previous work*® also demonstrate
that the second-order energy term constitutes the main part of
the interaction energy (Figure 8).

The pp-RPA gives much better atomization energies
than the ph-RPA and describes reaction barriers with sim-
ilar accuracy. While the adiabatic connection graphs (Fig-
ures 1-5) suggest that the pp-RPA tends to underestimate
the correlation energy in the interacting limit, it gives much

ph—RPA

1e-03 :
: P Y —

Ty, 7.02RS
le—04 -

E(a.u)

le—05 B

le—06 :

bond length (A)

FIG. 6. The pp-RPA interaction energy for the Ar dimer has an R~ decay,
very similar to the second order energy in MP2, plotted here on a log-log
scale alongside an illustrative R=® function.
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0.0002 - MP2 - - .
~0.0000
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= —0.0002 -
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—0.0006 -

3 35 4 4.5 5 5.5 6
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FIG. 7. The pp-RPA and the ph-RPA describe the van der Waals interactions
in the Ar dimer well. MP2 binds the dimer more strongly.

better atomization energies — which rely on relative, rather
than absolute, energies — than the ph-RPA. The current liter-
ature on ph-RPA molecular atomization energies mostly fo-
cuses on small molecules.'>*”*8 The mean signed error in
the ph-RPA atomization energies for such few-atomic systems
is of the order of +10 kcal/mol. This phenomenon of under-
binding in the ph-RPA is well-known.'>*” The ph-RPA typi-
cally overestimates correlation energies, but it over-correlates
atoms more strongly than molecules, such that it underesti-
mates atomization energies. For bigger molecules, this prob-
lem becomes even more pronounced: the error in the ph-RPA
atomization energies continues to grow with the number of
atoms in the molecule, which is reflected in its mean signed
error of 22.7 kcal/mol for the whole G2 set, equal to its mean
unsigned error. The pp-RPA does not suffer from this prob-

CH;CI-HCl
CH,SH-HCI
CH,-CH,
CH,-Ne
H,0-CIF
H,0-H,0
H,S-H,S
H,S-HCI
HCI-HCI
HCN-CH,SH
HCN-CIF
(HCONH,),
(HCOOH),
HF-HF
NH;-Cl,
NH;-CIF
NH;,-F,
NH;-H,0
NH;-NH;

0 5 10 15 20

FIG. 8. The (counter-poise corrected) pp-RPA interaction energies (in
kcal/mol) are very similar to the MP2 interaction energies for a set of van
de Waals bonded molecules.
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lem: its mean signed error for the whole G2 set is a mere
—1.9kcal/mol and its mean unsigned error is 8.3 kcal/mol,
much lower than that for the ph-RPA.*® The pp-RPA and ph-
RPA give rather similar reaction energies. For reaction bar-
riers involving the molecules contained in the G2 set, the pp-
RPA and ph-RPA errors are 2.4 and 2.3 kcal/mol, respectively,
and for the DBH24 reaction enthalpy set their respective er-
rors are 3.2 and 2.5 kcal/mol. So while the pp-RPA generally
seems to underestimate absolute correlation energies, it de-
scribes thermodynamic properties well.

The computational cost of the pp-RPA scales as O(0*v*)
without making further approximations. While the full diag-
onalization of the pp-RPA matrix, Eq. (33), may seem to re-
quire O(v®) operations, not all of the eigenvalues are needed
to compute the correlation energy E€ = — Y o2 —tr C;
the O(0%) double ionization energies suffice. The lowest re-
quired computational cost is then O(o*v*). This agrees with
the cost of the equivalent ladder-CCD formulation, Eq. (36):
the term that dominates the floating point operation count
for the ladder-CCD formulation of the pp-RPA is the same
O(0*v*) term that dominates the operation count for CCSD.*

V. CONCLUSIONS

We have formulated an adiabatic connection for the
correlation energy in terms of pairing matrix fluctuations.
This adiabatic connection formalism is in principle exact,
but requires an expression for the pp-propagator at each
interaction strength. It thus lays the theoretical foundations
for approximate density functionals based on pairing matrix
fluctuations. The pp-RPA is the lowest-order approximation
to the pp-propagator. Judging from the numerical illustrations
on the pp-RPA, the adiabatic connection Eq. (16) may
lead to interesting new functionals: the pp-RPA captures
the strong static correlation in the dissociation limit of
H2 and other single bond systems, has no delocalization
error and is self-interaction free. Despite its tendency to
underestimate correlation energies, the pp-RPA gives good
relative energies and thermodynamic data — in fact, it gives
much better atomization energies than the ph-RPA because
it does not systematically underbind like the ph-RPA. Its
exact second-order energy ensures a correct description of
non-bonded interactions. It is size-extensive. Nonetheless,
it fails for the simultaneous multiple bond-breaking in Np,
and even though common chemical reactions rarely involve
simultaneous multiple bond breaking, this is an undesirable
feature that can perhaps be alleviated in further development
of DFAs derived from the pp-RPA or the pp-propagator.

The adiabatic connection allows for a wealth of approx-
imate density functionals based on pairing matrix fluctua-
tions and their computational scaling obviously depends on
the nature of the functional. The pp-RPA is, with its O(0*v*)
operation count, computationally expensive, especially due
to its high dependence on the virtual orbitals. Because of
the explicit antisymmetry of the pp-propagator its computa-
tional cost is not as straightforwardly reduced by resolution-
of-the-identity techniques as the ph-RPA, which neglects the
exchange terms in the two-electron integrals. We are cur-
rently exploring other approaches to reduce its computational
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cost. The adiabatic connection framework opens the way for
further approximations to obtain density functionals based on
pairing matrix fluctuations with low computational scaling.
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