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The coupled-cluster or exp(S) formalism is applied to the problem of correlations in a many-electron
system. In this first work in a series of papers we concentrate on exact results and restrict ourselves to
various ring approximations applicable essentially to the high-density regime. It is shown that the well-known
random-phase approximation (RPA) can be formulated as a nonlinear three-dimensional integral equation for
the four-point function S, which provides a measure of the two-particle-hole pair component in the true
ground-state wave function. Exact analytic solutions are presented for both S, and the three-point particle-
hole vertex function in the RPA, and their properties are discussed. The Tamm-Dancoff approximation to
the ring summation is also formulated, and the analagous exact solutions are presented for the first time. It
is demonstrated that both solutions are unique, and a comparison of the two approximations is presented in

terms of the correlation energy.

I. INTRODUCTION

As a model of the conduction electrons in a met-
al, where the periodic potential of the ion lattice
is replaced by a uniform positive charge distribu-
tion chosen to ensure overall charge neutrality, the

-electron gas is perhaps the most widely studied of
all quantum-mechanical many-body problems. It
is well known that many of the most interesting
properties of the electron gas basically arise from
the long-range nature of the Coulomb interaction
between the electrons. The simplicity of the basic
Coulomb interaction has also been one of the rea-
sons for studying this system, in the hope that
other systems with more complicated long-range
components in their interactions will qualitatively
share some of its properties.

Owing to the infinite range of the interaction it is
clearly of paramount importance for an accurate
description of the system to try to include as many
as possible of the effects of correlations between
the electrons, and it is clear that these will never
be negligible, even in the weak-coupling limit. The
effective coupling constant 7, is conveniently and
conventionally defined to be the ratio of the aver-
age interparticle spacing to the only length that
can be formed from the parameters of the poten-
tial, namely, the Bohr radius. The coupling con-
stant 7, is hence proportional to the parameter e,
and is thus essentially the smallness parameter
for a perturbation—théoretic treatment. In the
high-density limit (»,~ 0) therefore, the potential
represents in some sense a small perturbation, .
but the strong correlations induced by the potential
manifest themselves as a divergence in a naive

application of perturbation theory. It is well
known that this divergence is only cured by an in-
finite partial resummation of the perturbation ser-
ies. Adherence to the principle of compensation
of the most dangerous diagrams then leads to the
well-known random-phase approximation (RPA) in
which the so-called ring diagrams are summed . -
together. ! .

In the opposite limit of low densities, or the
strong-coupling regime, the kinetic energy of the
electrons 'represents a small perturbation on the
Coulomb interaction, and as Wigner first pointed
out the system then minimizes its energy by the
electrons crystallizing on to the sites of a regular
(solid) lattice. For some value of the density be-
tween these limits there is presumably a transition
between the fluid and the solid phases, but it is not

- known at which critical value of 7, this occurs.

Only in the two limiting cases have exact calcula-
tions for the correlation energy been performed,
resulting, respectively, in a power-series expan-
sion in 7 (interspersed with terms logarithmic in
7,) for high densities, and an expansion in inverse
half-integral powers of 7, (plus terms exponential-
ly small-in 7,) for low densities. Attempts have
been made both to interpolate between these two
limits and to extend approximately the exact
treatments into the density range of real metals,
corresponding to 27, < 6.

Most attempts to work toward the metallic den-
sity regime have started from the high-density
side, both since this is the weak-coupling limit,
and since it is generally believed that the electrons
in real metals lie on the fluid side of the fluid-
solid phase transition. One of the earliest of the
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modern methods applied to the electron gas was the
equations-of-motion approach introduced by Bohm
and Pines,’ where the RPA was first successfully
employed in a quantum treatment of the electron
gas. This work also led to the introduction of the
plasma coordinates (and see Ref. 2). Following
this line of approach the techniques of quantum-
field theory were soon brought to bear on the elec-
tron gas. Thus, Gell-Mann and Brueckner® were
the first to perform the infinite summation of
Feynman diagrams necessary to give exactly the
first two terms in the high-density expansion of the
correlation energy. It was also shown that the ap-
proximation of keeping only that infinite class of
diagrams considered by Gell-Mann and Brueckner,
namely, the so-called ring diagrams, was equiv-
alent to the RPA of Bohm and Pines,' and that this
was exact in the high-density limit. Equivalent
results were obtained by Hubbard® and also by
Sawada.® The equivalence of these various calcu-
lations, and the role played by the plasmons in
each case, was made particularly clear by the
work of Sawada et al.®° A very closely related ap-
proach, namely, the dielectric-function formula-
tion, was initiated by Noziéres and Pines.” The
next term in the high-density expansion was first
calculated by DuBois,® and was later recalculated
and corrected by Carr and Maradudin.®

The earliest attempt at an interpolation formula
valid for metallic densities was that of Wigner,*
who employed his own exact low-density result.
More recently, Carr et al.®*' have given more ex-
act interpolations based on both the exact low- and
high-density results. Most of the methods already
described have also been employed to try to extra-
polate into the metallic density regime from the
high-density side. For example, both Noziéres
and Pines’® employing the Bohm-Pines theory of
plasma oscillations,’ and Hubbard* employing a
diagrammatic method, have considered incorpor-
ating the most important exchange effects arising
from fermion statistics, which are missing from
the basic RPA treatment. Since these early calcu-
lations many other attempts have been made to
further improve the results. In particular it be-
came clear that the RPA induces too strong cor-
relations for small interparticle separations.
Thus, Singwi et al.'® invented a method which, by
including the correlation effects caused by the two-
particle interactions, is thought to provide a godd
treatment of short-range effects. Within the
framework of perturbation theory, similar consid-
erations have led many authors™~!° to attempt to
improve upon the RPA by also including the elec-
tron-electron scattering terms (or ladder dia-
grams) as well as exchange effects. In particular
we note that the results of Lowy and Brown'® agree
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very well with those of Singwi et al.,'® although the
methods are quite different.

While these essentially perturbative approaches
have the great attraction of enabling one “to keep
an eye on the physics” through the use of dia-
grams, their real drawback is in having-at some
stage to have to make a guess at “the next most
important class of diagrams,” or some equivalent
procedure, in a physical regime where many of the
neglected diagrams may well be equally important.
We think it fair to say that there have been few
really systematic attempts among the practitioners
of the diagram-counting techniques. While the vast
majority of the calculations in the literature have
been of this broadly perturbation-theoretical kind,
there has also been a much smaller number of
variational calculations. In this context we men-
tion only the earliest calculations of Edwards® and
Gaskell,** based on a Rayleigh-Schrédinger varia-
tional method with a trial wave function of the
Jastrow form. Although these variational calcula-
tions do not suffer from the same. drawbacks al-
ready mentioned, they do have the disadvantages
that it is difficult both to formulate a theory which
is susceptible to systematic improvement and to
understand (in terms, say, of the diagrams of per-
turbation theory) what is the essential physics of
a given approximation. Furthermore, the one
great advantage of the method, namely the exist-
ence of the variational energy bound, is normally
lost in practice by the necessity of having to intro-
duce further approximations.

The aim of the present work is to bring a new
method to bear on the problem of electron correla-
tions, namely, the exp(S) method (as it was orig-
inally called) or the coupled-cluster formalism
(in more modern parlance) of Coester and Kim-
mel,?*72¢ to which it has not before been applied,
and which we hope to demonstrate retains many of
the advantages of the methods outlined above with-
out suffering from the same disadvantages. The
coupled-cluster formalism was originally invented
to deal with closed-shell atomic nuclei, and cal-
culations by Zabolitzky®*’ employing the method on
such nuclei as *He, 'O, and *°Ca have met with
considerable success. A recent review of the for-
malism with particular emphasis on applications
in nuclear physics has been given in Ref. 28. The
method has also been essentially reinvented and
applied with great success in the realm of quantum
chemistry by Cizek and Paldus.?*~3% It is by now
clear that the method provides a powerful tool in
the general many-body theory arsenal.

The coupled-cluster formalism re-expresses the
general N-body problem in terms of a set of am-
plitudes S,,n=1,...,N, which provide a measure
of the n-particle~hole pair components in the true
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ground-state wave function and in terms of which
all physical quantities may be expressed, and pro-
vides a set of coupled nonlinear equations for these
amplitudes. By iterating these equations together
it is possible to ‘'make contact with the perturbative
approaches, and'in particular to derive quantities
equivalent to those expressible by Goldstone dia-
grams.* ‘It has also been shown® that by truncat-
ing the equations in a particular manner, one may

" rederive, for example, the saine equations as in
the familiar Brueckner-Bethe-Goldstone theory of
nuclear matter. Furthermore, one of the present
authors has rederived the basic coupled-cluster
equations in 2 manner that especially allows one to
intuit: the truncations necessary for a particular
problem:.%*

Both from these arguments and from a previous
study®* of a simple soluble model which simulates
a many-fermion system with long-range forces, it
is concluded: that the ‘coupled-cluster equations are
highly efficient in giving a good description of the
true ground state (atleast in the weak-coupling
regime).' The truncation adequate for the case of
long-range forces'seems:to be identical with:the
“natural” truncation of the coupled-cluster equa-
tions, namely:to put all' amplitudes S; with i>n
equal to zero if we intend to solve the hierarchy of
equations up to the nth equation. This truncation
from the beginning was the starting point of Cizek?
and was also proposed independently by Coester®*.
for the case of long-range forces.

The coupled-cluster formalism discussed so far
allows one only to calculate the energy of the
ground state. It is important for the present appli-
cations that further recent developments of the
formalism exist which:allow one to deal both with
excited states and with expectation values of arbi-
trary operators.: For excited states, there now
exist two different (but related) formalisms. One
is due to Kiimmel, Offermann, and Ey*°~37 who
employ a model-space description of the wave
functions of the excited states. This method is
thought to provide a direct microscopic foundation
to the very successful phenomenological shell-
model calculations for ‘the excited states of atomic
nuclei. An'iterative solution of the basic equations
of this formalism may be shown to yield the linked
valence expansion of Brandow,*® just as the origin-
al ground-state equations‘yield the Goldstone ex-
pansion. The other formalism for excited states
has been found independently by Emrich,*® who de-
rives a coupled system of eigenvalue equations for
the energies and amplitudes of the excitations. It
is our subjective feeling:that the very elegant for-
malism of Emrich provides, at least for homo-
geneous-systems, the natural extension of the cou-
pled-cluster formalism: to excited states. Finally,
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we mention that an evaluation of ‘the density ma-
trix in the coupled-cluster formalism has been
given by one of us,*® which seems to permit a sys-
tematic evaluation of ground-state expectation val-
ues of arbitrary operators. This formalism has
already been applied*"*? to problems in nuclear
physics, and a brief outline of the method can be
found in Ref. 42. ‘

The above discussion shows that there is a wide
scope for application of theé coupled-cluster for-
malism to the problem of electron correlations,
and the present work is the first in a series de-
voted to such applications. The first three papers
will be concerned with the electron gas only under
the further restrictions that(a) all S, with »>2 are
put equal to zero, which defines our basic so-
called SUB2 approximation, and (b) we concern
ourselves mainly with the computation of energies.
The first two papers are devoted to exact solutions
of various further approximations (where we con-
sider only the so-called ring diagrams) which are
essentially relevant to the high-density regime. In
the present work we treat only the ground state,
and in the second paper® (hereafter referred to as:
II) we apply the formalism of Emrich to excited
states. In a third paper® (hereafter referred to as
III) we treat the ground state in both the low-den-
sity limit and in the intermediate density regime
appropriate to real metals.

In the remainder of this section we give a brief
outline of the contents of the present paper. In
Sec. II we present a short discussion of the ele-
ments of the coupled-cluster ground-state formal-
ism needed for the present work and for future use
in III, based mainly on the results and methods of
Ref. 34. In Sec. IIl we formulate within the present
formalism the RPA for the two-particle—two-hole
amplitude S,. We show how this four-point func-
tion S, can be obtained from a knowledge of the
three-point particle-hole vertex function g, which
itself is given in the RPA by the solution to a non-
linear integral equation. The correlation energy
is obtained by a further integration on g, or equiv-
alently from the two-point proper polarization
function, and in so doing we regain the well-known
high-density result of Gell-Mann and Brueckner.®
It turns out, as we shall see, that the mathematics
needed for the exact solution is very different from
and rather more complicated than that needed in
the Green’s-function formalism, for example, and
we present the solution in enough detail to high-
light the underlying physics. On the other hand,
while we seem to have to work rather hard to ob-
tain results found more easily by alternative tech-
niques, we see that our solution contains more in-
formation. Thus we find in the RPA a complete
analytic solution for both g and S,, and while this
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information is not necessary for a calculation of
the correlation energy, it should certainly prove
useful in other applications, as we shall demon-
strate explicitly in II for the particular application -
to excited states.

Having demonstrated how the formalism may be
applied to give known results, we formulate also
a further approximation which turns out to be
equivalent to the Tamm-Dancoff*® approximation
(TDA), which is well known in the context of nu-
clear physics. We show also that the TDA is sus-
ceptible to an exact solution for S,, and the details
of the solution are presented together with the cor-
responding high-density limit for the correlation
energy. Finally, we show that an old approxima-
tion for the electron gas due to Macke* completes
a natural hierarchy of ring approximations in the
coupled-cluster formalism. The various solutions
are then compared in more detail in Sec. IV.

II. COUPLED-CLUSTER FORMALISM

We give here a brief review of the coupled-clus-
ter [or exp(S)] formalism so far as it is needed in
the present work and for other papers in this ser-
ies. A full review of the method (but with empha-
sis on applications in nuclear physics) has ap-
peared recently,?® and some particular considera-
tions concerning long-range forces have been made
by one of us elsewhere.*® The following discussion
is largely based on the content of Ref. 34.

One of the best ways to understand the physical
content of the coupled-cluster formalism, as well
as to appreciate both its virtues and limitations,
is to start from a formulation in terms of the so-
called subsystem amplitudes ¥,, n <N for a sys-
tem of N fermions with true ground-state wave
function |¥). In terms of a model wave function
[®), which is the Slater determinant built out of N
orthonormalized single-particle states
1V1>: Tt IVN>}

|®) =a; ++-a] [0), @.1)

where |0) is the vacuum state, and a:fi are a set of
fermion creation operators for the states |v;), the
subsystem amplitudes are defined as

Cayeee Oln“l’nilﬁ' v .

Ev<<1>laf§1'"aT Aot ao W), n<N, (2.2)

Un
where |¥) is considered normalized by (®|¥) =1.
In Eq. (2.2) and henceforth, the labels v, 1, X in~
dicate states normally occupied (in |®)); the labels
0, P, 7 indicate states normally unoccupied, and the
labels a, 3,y indicate both. Furthermore a sub-
script A on a ket state, as in Eq. (2.2), indicates
an antisymmetrized state
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PARTPSYE §Pj<-1>*’|ul> vy, (2.3)
where the index P runs over all permutations and
is even or odd according as the permutation of the
indices 1,...,n is even or odd. We note for future
use that it is sometimes in practice convenient to
consider nonantisymmetrized amplitudes, and
hence we consistently use the subscript A where-
ever necessary. From its definition (2.2), it is
clear that the quantity (o, -« a,|¥,|v,*++v,) repre-
sents the amplitude that particles ‘‘normally” in

- states v,,..., v, are in fact in states «,,..., a,,

with all other particles in theiv normally occupied
states v,, ,...,vy. (It should also be noted that
compared to Ref. 34, we have changed the position-
vector or T space labels 1,...,n to the present la-
bels a,, ..., a,. This clearly changes none of the
physical content of the formalism.)

It is now easy to see [and see Eq. (2.8) of Ref.
34] that a knowledge of ¥, and ¥, is sufficient to
calculate the exact ground-state energy E
(=(®|H| ¥), where H=T +V is the Hamiltonian,
and we have used the condition (®|¥) =1),

E=Z(VIT\I’JV>+%Z(VV'IV‘I’leV’>A, (2.4)

assuming the particles interact only via a two-body
potential V. The notation employed in Eq. (2.4) and
hereafter implies that complete sets of states may
be freely inserted as necessary, e.g.,

(! |V, = Z ' |V]iaa {aa’|[¥,lvv) .
aa’

(2.5)

In order to derive the formal coupled-cluster
equations, one may now proceed as in Ref. 34 by
writing down as a first step, the Schrdédinger equa-
tions for the amplitudes ¥,

(@la) +++a) ao,ac HY

=E<a1.'.an“1’nivl"'yn>A‘ (2'6)

What is then needed is a decomposition of the am-
plitudes ¥, which allows one to eliminate all ma~
¢roscopic terms (i.e., those terms which are pro-
portional to N) in the essentially microscopic
equations. This is formally achieved by introduc-
ing the so-called correlation amplitudes S, (for
n=2), as is considered in Sec. I B of Ref. 34, Al-
ternatively, one may simply write

) =e|®), (2.72)
where
N
S=Y_S,, (2.7b)
n=1
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_ - 11y unoccupied label. Similar considerations

S =(nl)-2 Z e |S vy ) norma.

n=(nl) e by (pye=-pulSyl ¥ A apply toall correlation amplitudes S,, which is re-
V1t tUn flected in the ansatz (2.7) where only normally un-

occupied state labels occur in the bra labels of the
functions (|S,|). From Eq. (2.8b) it is seen that
in analogy to perturbation theory, where Eqgs. (2.7) (|S;]) is that part of the two-body subsystem am-

Teoeg! oo
Xag tt @y Gy "y, (2.7¢)

merely express the linked-cluster theorem for the plitude {|¥,|) which cannot be described by one-
wave function. Insertion of Egs. (2.7) into Eq. body subsystem amplitudes ¢| ¥, |), and it is this
(2.2) immediately yields the following decomposi- observation that provides the basis for calling

tions: (|S,;|) the two-body correlation amplitude. Simi-

B larly, Eq. (2.8c) shows that (|S;|) is that part of
(al¥,|9) = (alv) +<alSi]i, (2.82) the amplitude {|¥,|) which cannot be described in
(a0, v we)a = (Cay| ¥ |v,) {ay ¥, vo))a terms of one- and two-body amplitudes (|¥,|) and
{|S;|>. These considerations can clearly be ex-
+ (@05l Solvavada (2.8b) tended to the relationship between arbitrary {|¥,|)
(ot 0p05| Ws| v,v,v5) 4 and ([S,[).
What is clear from the above discussion is that
= 3 X
(Cay¥,[v) <a2w1lu2>‘< s ¥, v5))a the amplitudes (|S,|) describe correlations only to
+8 125(Ca,lSolvivs) s ¥, vs)) 4 the extent that these occur within an n-body sub-
system. As in such an n-body subsystem all of the

+(yo0lSs|vivas)a s (2.8¢) remaining (N —n) particles are in their normally
where the symbol S,,; generates the sum of all occupied single-particle states; this means that to
cyclic permutations of the labels a,, a,, a;, and be of use the physical system under consideration
the antisymmetrizatio'n indicated by the subscript must in some sense have the feature of being close
A is performed on the ket states. A general de- to such an idealization. The precise manner in
composition of the ¥, in terms of the S,, (m sn) is which this has to be so is hard to specify, but we
given in Eq. (2.16) of Ref. 34. It is worthwhile to will take up this point again after having written
consider the above decompositions in some detail. down the dynamical equations which connect the de-
Equation (2.8a) shows that («l|S,|v) is that part of fined amplitudes. These equations now follow from
the amplitude {a|¥,|1) which is nof given by the Eq. (2.6) and the decompositions indicated in Egs.
single-particle amplitude (a|1) =8,. As in this (2.8). The reader interested in the technical ‘de-
situation all otker normally occupied states are in tails of the derivations may consult Ref. 34.
fact occupied, the Pauli principle enforces that the Using Eqgs. (2.28b)—(2.30) of Ref. 34, the exact
label « in the amplitude (@|S,|v) must equal some one- and two-body equations may be written

J

(a,|T¥,|v,) + Z Cav|V¥,|lv .+ Z Ca|T(2)S,|v,)a

+ % Z (a,wv'|V(23)[S,(13) ¥ ,(2) + S,(12) ¥,(3) + S4(123)] |v,vv") , =Z hvy1<al|‘l’1l ) (2.9)
and

(PuPoA[T (W) + T @)ISelvavad s = 27 Uruy (1 Pal Sl v 4+ By, (Py PolSal 1))
== ((plpzlvqul ViVa)a+ % Z (P1PIS vV 4 vV [VE,|vyv,) 4 + }: (P, PVIT (3)S5lv v v 4
+ FT‘ (P, Pav| V(13)[S,(23) W, (1) +S,(12) ¥,(3) + S4(123)] | v, v,0) 4
+ }: (p,P,0|V(23)[S,(13) ¥,(2) +S,(12) ¥ (3) + S4(123)] | v,vo1) s

+ % Z (p, P01V |V (34)[S,(13)S,(24) + S,(23)S,,(14)

+55(123) ¥, (4) +S,(124) ¥ (3) +5,(1234)] | v,v,vv’ )A) . (2.10)
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In Egs. (2.9) and (2.10) we have used the convention
that the integers in parentheses after a particular
operator refer that operator to those quantum la-
bels in the associated bra or ket in the correspond-
ing numerical positions (counting from the left),
e.g., (P1p,|T(1)=(p,|T®<p,l, {P,P,|T(2)=1(p,l
®(p,|T; but {p,p,|T(1)={p,|T®{p,|, and

(Py P30, V(13)={p,p,|V®(p,|. This rule has to be
used in connection with the insertion of unit opera-
tors as in Eq. (2.5) in order to derive explicit ex-
pressions. The quantity h,,l,,2 appearing in Eqgs.
(2.9) and (2.10) is denoted as the hole energy, and
is defined by

By = T 03) + 20 (o0 (Vo' )4 (2.11)
.

We shall not need the equations for S, for n>2,
but we note that the general structure is that the
equation for S, involves both S, ., and S,,,. In or-
der to use the equations in practice the hierarchy
must somehow be truncated. The truncation al-
luded to in Sec. I of setting all S; equal to zero for
i>n we shall henceforth call the SUB» approxima-
tion. It is clear that the SUB1 approximation [i.e.,
Eq. (2.6) with S,=5,=0] is just the familiar Har-
tree-Fock approximation, by the following argu-
ment. The SUBI1 approximation is equivalent to
solving the Schrddinger equation with the ansatz
|¥)=e51|®), and a familiar theorem of Thouless”
ensures that any determinantal state |<I>’ ) can be
expressed in terms of an arbitrary determinant l<I>)
(not orthogonal to [®’)) by means of the transform-
ation [®’) =¢51®). It is seen that the hole energy
in this case is just the Hartree-Fock energy.
From this one may also suspect that the hole ener-
gy will play a special role in the two-body equa-
tion, as will prove to be the case in III.

As indicated in Sec. I, we aim to treat the elec-
tron gas in.the SUB2 approximation, namely, the
system of equations (2.9)and (2.10) with the approx-
imation S,=0, »> 3, which thus comprise a closed
and soluble set of equations for the amplitudes
(S,[) and (|S,]). It is again clear that the solution
so obtained is equivalent to solving the Schrédinger
equation with the ansatz |¥) = ¢%1*52|®), and from
this point of view the approximation is the natural
generalization of the Hartree-Fock approach [al-
though by computing the energy from Eq. (2.4) one
loses the upper-bound property].

In our discussion subsequent to Egs. (2.8) we in-
dicated that in order for the SUB2 approximation
to be valid it would seem that the physical system
under consideration must have something in com-
mon with a state where all but two particles are in
normally occupied single—particle’states. We now
see, however, that this is not such a severe lim-
itation as might originally have been supposed.

Thus, the subsystem amplitude

CRANAPRRPERC |d;rlalzaazda1|‘1’>
is computed by using the very complex total wave
function |¥). What makes the formalism useful
(from this point of view) is that the subsystems
are allowed fully to interact among themselves
through a dynamics determined by the resulting
SUB2 equations.

We now restrict ourselves for further discussion
to an infinite homogeneous system of spin-% par-
ticles of mass m interacting through a (pairwise)
spin-independent local potential, which we write
in momentum space as

(EISU Ezsz‘V‘Essa’ E<1s4>

= V(El '~E3)5'§ 1+ﬂ2,§3+i45sls35s2s4' (2.12)

For such a system we choose our Single-particle
basis to consist of plane-wave states with quantum
labels specified as

VE(E,S), IE|<kF7
pE(E,S), |E|>kF,A

where, as in Eq. (2.12), s is a spin label with the
possible values 4 or ¥, K is the wave number of the
plane-wave state, and 7k is the Fermi momen-
tum. It is clear that the one-body equation (2.9)
now becomes trivial, since both the states |®) and
[¥) are assumed to be eigenstates of the total mo-
mentum operator P with (B) =0, and hence S,=0
from Eqgs. (2.7) and (2.13). We further introduce
the convenient notation

(2.13)

5182

SZ;FIEZ @ E<E1 +d, SI;EZ -4, szlszlglsl; Ezsz>A ’

(2.14)
where we have implicitly used conservation of
both total momentum and third component of spin.
From general grounds it is clear that so far as
the spin indices are concerned, in the absence of
any external applied “magnetic” fields (as as-
sumed here), there are only two independent func-
tions for given K,, k,, and §, namely, the parallel
case SZHESZ”, and the antiparallel case Sz”ESz”,
which are however themselves generally unequal.

It is now not difficult to evaluate explicitly the
basic SUB2 approximation equation for S,, namely,
Eq. (2.10) with S; =S,=0. We find, after a con-
siderable amount of regrouping of the terms, the
reasons for which will become clearer presently,
that our basic SUB2 equation for S, may be written

4 > . > - -, S1S:
7/ 2m)(|&y + 3P + K, - G - K - KD s, 77, @

+TCHP+T +T

+T +T.
RPA cpp CLAD

RPAEX

+T +T +T
B E

PHA PH 1 + TEEZ =0,

. (2.15)
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where

Torn =V@)(1+ Z Ser @nlenE-))

(1

and where the functions #n(k) and 7(k) are defined
in terms of the usual unit-step function 6(x),

Ly sz i, @nenaE +8)

k'c'

) (2.16)
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n(k)=0(ky - k), 7(k)=O(k-Fky) (2.18)
TRPAEX ==, Vig,)

x(14 2 18 5 @oon)a(E - 4.0)
. ko

§%s2
2; k'k

<1+Z

G Inle R +4,0)

(2.19)

o) = { 1, #>0, (2.17) where the exchange momentum transfer g, is
0, x<0, defined by
by qexE El "a’ (2.20)
y - . S 8,8, -
Tow = '(N v(0) - 35V, -Bmlk)+ 3 V(@S g ¢ @nEn -3, +q'))82¥;21;2(ﬁ)
K- . ko
- (NV(O) - L VE -+ 3 VS, 5 @ (G + 4k, - )) wn @, (2.21)
k ko
- = N, -> > 8.8 -
T ( NV(0) - Z V(E, +q—k)n(k)—k%: VE, +3-B)S  rp, &, + 8- Rl )n(er) (R + K - ‘Q))Sztﬁrz @

i > > -> . as. - - - e 7 .
+ < NV(0) - }k; VE - K, +@n(k) - ;Zk’: VE-E+ DS % & - Ky + Dnlin(e) AR+ K - K +q)> ot @,
(2.22)
o = V@-T)S5 @ E)A -T) + E v<k>s2 g, -t @B B, - )
2
1 ‘ - w5152 - > e e BN e -, !
+(1-%0,, E VE-30S,7 e, @S q)n(k1+k)n(k2—k)n(k1+q W, - §) (2.23)
T pus = = ZV(k -0 1% ¢ @n(RmnE -9) - ZV(EI -0S 1 @neak+a), (2.24)

k

. > >, 838 > >
Tpup=- ZV(kz -k)sztiﬁ(k+Q—k m(k)ak, +§ - &, +K) -
&

Tog == ‘Z
i

S
k'c

and finally,

EEZ =+ Z V(k’ —k+qex)( 81322 Sz k k (qex)sz kl" (qex)

ki

$152
K

+0 aiit

sxsz
$1»=Sg (k +

Zkk

-k,)s,

- ey SgO o - .
VE -R+8)S, 1t ¢ @S, 0, @nlen(e)a -

->

ZV(k -BS, 1% &+ G- B, -4~ K, ),
(2.25)
c‘l)ﬁ(ﬁ'%»ﬁ), (2.26)
i s B )@ mE - GnE 480 . (220)
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Ly ks el

(d) (e)
__O o -=-

— »

S» S, S2

(9) (h) (i)
/"-—J ---O ) ~

Sy So S

(i) (k) (1)
’—S—; <

(m) (n)
< S

(sy) (s2)

FIG.'l. Diagrammatic representation of the various
terms in the SUB2 equation (2.15) for S,. Note that
the asymmetric diagrams (o), (€), &)—(@1), (p), and
@) each represent two separate terms; one as shown
and another obtained by mirror reflection. The terms
(sy) and (s,) apply only to the parallel and antiparallel
spin cases, respectively.

We now wish to stress that although the basic
SUB2 equation (2.15) for S, appears to be highly
complicated analytically, its underlying structure
is remarkably simple. We therefore examine each
of the terms in more detail, and in so doing ex-
plain the reasoning behind their nomenclature.
Apart from the first kinetic energy (KE) term,
each of the remaining terms is also illustrated
diagrammatically in Fig. 1. Apart from the sign
of the terms (rules for which we do not give), a
suitable labeling of the diagrams (using conserva-
tion of momentum and of third component of spin
at each vertex) will readily demonstrate to the
reader the obvious rules for their construction and
their equivalence to the various analytic forms

given above. We note only that lines with arrows
pointing upwards (downwards) are to be strictly
associated with “particle states” (“hole states”),
i.e., with normally unoccupied (occupied) states
with momenta outside (inside) the Fermi sphere.
The diagrams are thus “time-ordered” in the
sense of Goldstone perturbation theory, about
which we shall have more to say later.

The terms labeled RPA are represented pic-
torially by the diagrams (a)-(c) of Fig. 1, and
it is clear that they are responsible for gener-
ating the so-called ring (or bubble) diagrams. It
is well known that summing only the ring dia-
grams is equivalent to the RPA, whence the choice
of name. In the remainder of the present work we
shall explicitly demonstrate that the further (dras-
tic) approximation to Eq. (2.15) of keeping only the
KE and RPA terms, setting the remainder to zero,
leads to an equation which is exactly soluble, and
which reproduces all of the known RPA results.
Similarly, the RPAEX terms which contribute only
in the parallel-spin case, are shown in diagrams
(d)-(f) of Fig. 1, and these clearly generate the ex:
change corrections to the RPA caused by the fer-
mion statistics. We note that diagrams (a) and (d),
which represent, respectively, the direct and ex-
change bare potential, are the sole driving terms
in Eq. (2.15). The terms labeled CHP, shown in
diagrams (g)—(i) of Fig. 1 are all of the form of
an insertion into one of the two hole lines of the
amplitude S,. They thus generate (in this approxi-
mation) the complete-hole-potential (CHP) cor-
rections to the unperturbed or bare KE of the hole
states. The diagrams (g), (h), and (i) are re-
ferred to individually as the Hartree-hole-poten-
tial (HHP), the Fock-hole-potential (FHP), and
simply the hole-potential (HP) terms, respective-
ly. The CPP terms (j)—(1) analogously generate
the complete-particle-potential (CPP) insertions,
and are again respectively distinguished as the
Hartree-particle potential (HPP), the Fock-par-
ticle potential (FPP), and simply the particle
potential (PP). The three terms labeled CLAD
are shown in diagrams (m)-(o) of Fig. 1. It is

‘clear that they are responsible for generating the

complete sum of ladder diagrams for two-particle
and two-hole scattering in the many-body medium,
and hence again the choice of name. Diagrams
(m) and (n) taken individually, generate the par-
ticle-particle ladder sum and hole-hole ladder
sum, respectively, while diagram (o) generates
the mixed particle-particle and hole-hole ladder
terms. Again to distinguish them, we refer to
diagram (m) as the PPLAD term (or in view of

its usual importance in comparison to the other
two as simply the LAD term), to diagram (n) as
the HHLAD term, and to.diagram (o) as the MLAD
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term. Similarly, the terms labeled PHA and PHB
which are represented pictorially by Figs. 1(p)
and 1(q), ' respectively, generate the two sorts of
particle-hole ladder diagrams which we distin-
guish by the labels A and B. Finally the two
terms EE1 and EE2 are extra exchange (EE)
terms required by Fermi statistics. The term
EE1 is shown in diagram (r) of Fig. 1; while the
term EE2 in the case of parallel spins is shown
in diagram, (s,;) and in the case of antiparallel
spins in diagram (s,). ‘

We stress again that the basic SUB2 approxi-
mation expressed by Eq. (2.15) is exact apart
from neglecting the interactions with higher-
order subsystems. Otherwise, all two-body ef-

‘fects are included, and it is now clear why the
equation at first sight looks so complex. In per-
turbation-theoretical terms we are effectively
summing an enormous class of diagrams in the
SUB2 approximation. As stated in Sec. I, it has
formally been shown elsewhere®® how to obtain
quantities equivalent to those expressible by the
time-ordered Goldstone diagrams of time-inde-
pendent perturbation theory. From our previous
discussion this equivalence should now be intui-
tively obvious when we realize that a Goldstone
diagram for the wave function, for example, is
always referred to the state |®), and it is always
implied that all of the nonparticipating particles
(i.e., the “missing” lines in the diagram) are in
their normally occupied single-particle states.
The analogy with our -amplitudes (|¥,|) is then
almost trivial. In the same vein we also note that
the equivalence of the present coupled-cluster
approach with the Green’s-function approach based
on the Feynman-Dyson time-dependent perturba-
tion theory is considerably more complicated.
This Green’s function formalism can also be ex-
pressed diagrammatically in terms of non-time-
ordered or Feynman diagrams which have no
direct counterpart in our approach. We note for
example that the three CLAD terms of diagrams
(m)—(o) of Fig. 1 could be represented by a single
non-time-ordered diagram in the Green’s-func-
tion approach. Similar “simplifications” occur
elsewhere in the Green’s-function approach, but
as pointed out by one of the present authors®® in
a different context such advantages are always
offset by accompanying disadvantages. In this
context we finally remark that the structure of the
basic SUB2 equation (2.15) for S, is that of a
“quadratic” integral equation. It is seen that in
order to generate the terms involving “pbackward
propagation” in time it is necessary for the for-
malism to involve terms at least bilinear in S,,
and hence in this sense the formalism achieves
this minimally.

GROUND-STATE RESULTS IN... 3765

The purpose of the remainder of this work is
now to apply Eq. (2.15) to the electron gas, and in
particular to study the RPA and some allied ap-
proximations. A fuller study of the equation is
then deferred to IN.

III. APPLICATION TO THE ELECTRON GAS

A. General comments

We now wish to use the general formalism out-
lined in Sec. II in the case of the uniform electron
gas. As usual we consider a large number N of
electrons enclosed in a volume @ with a rigid

-uniformly distributed positive background chosen

to ensure overall charge neutrality. Since we are
interested only in the bulk properties, the system
is studied in the thermodynamic limit where both
N and 2 become infinite such that the density
p=N/Q remains constant. The electrons have
mass m and charge e, and the total Hamiltonian
may thus be written

H=H,+V=- i V2
0 2m Z '

H

e v v
+E _Z TZ%_eik(ri r;) , (3.1)
i<j k=0

where in the Coulomb potential term V, the
Fourier component k=0 is excluded on account of
the neutralizing positive background. The ground-
state eigenfunction ¢ of the kinetic energy opera-
tor H, is just the usual Slater determinant built
from doubly occupying the 3N plane-wave states
with momenta k <k, where the Fermi momen-
tum &y is given by

k= (37%p)'" . (3.2)

As usual we also define an average interparticle
spacing 7, by

p=(zmr)™, (3.3)
and the dimensionless parameter 7 by
7s=7o/0g, (3.4)

in terms of the Bohr radius a,=7%2%/me?®. Defining
E, to be the expectation value of the full Hamil-
tonian (3.1) in the noninteracting ground state &,
and €, to be the corresponding energy per electron
expressed in Rydbergs,

E,=(@|H|®)=¢,Né*/2a,, 3.5)
it is trivial to show that €, may be evaluated as,
€,=2.21/¥%2-0.916/7,,

where the two terms correspond, respectively, to
the kinetic energy of the unperturbed filled Fermi
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sea, and the second term is the Fock exchange en-
ergy [the usual direct Hartree term being zero in
this case because V(k=0)=0]. The difference be-
tween the exact ground-state energy € (expressed
again in Rydbergs per electron) and ¢, is known as
the correlation energy

€,=€-€,, (3.6)
and its calculation is one of the main subjects of
the remainder of this work.
- From Egs. (2.4) and (2.8) and using S, =0, it is
clear that the correlation energy E, may be ex-
pressed in terms of S, by

kg
1 . - > >
E,=x 2. Y. &0, K0,|VS,|K,0,, K000 s 3.7)

oS
ky.ks 05,02

or, in an approximation where S, is spin-inde-
pendent, by

_8né?
Ee=an Z

2
F {ier -kzer g=o

1 >
> e Spit i, @, (3.8)

where in Eq. (3.8) and henceforth all momenta are.
considered to be dimensionless variables, having
been scaled by k5, and where the restrictions on
the k, and Ez sums are defined by

Eer:{“‘]q’ (3.9)
K+d|>1.

It is thus clear that any approximation for S, gen-
erates a corresponding approximation for the cor-
relation energy. What we wish to do in the re-
mainder of this section is to consider various ap-
proximations to S, from our basic equations (2.15)-
(2.27).

It is well known that summation of the so-called
ring diagrams is vital to remove the divergence in
the order-by-order perturbation expansions that
arises from the long-range nature of the Coulomb
potential, and which immediately arises in sec-
ond-order perturbation theory. In Sec. IIIB we
use our formalism to include all of the ring dia-
grams, a result which we shall show is fully
equivalent to the RPA. In Sec. IIIC we solve a
simplified (linearized) set of ring equations which
is equivalent to summing only the forward-going
in time (in the Goldstone time-ordered sense) ring
diagrams, and which is identical in this case to
the Tamm-Dancoff*® approximation. So far as we
are aware, we obtain exact results in this case
for the first time. Finally, in Sec. IIC we con-
sider a further approximation which completes a
natural hierarchy of ring equations, and which we
show is equivalent to an approximation due orig-
inally to Macke*® (MA).

B. RPA ring equations

From our basic SUB2 approximation equation
(2.15) we now select only those terms which lead
to the most general ring diagrams. By reference
to Fig. 1 it is clear that these are the terms cor-
responding to diagrams (a)—(c) of the figure for
both S} and S}*. Thus, from our basic SUB2
equation (2.15) and from Egs. (3.1)-(3.4), and de-
fining 8}'=5!=5, in this approximation, we find
that (what we now denote as) the RPA equation for
S, is

4 1

SR’T{K @:—ar -> 'y el -
Frtate ° 3N q- (k, —k,+q)

1
<2/t @2 %,@0, 610
where
a=(4/9m)Y3, (3.11)
and the function f3 (@) is defined by
2,@= 22 Sarp,@. (3.12)

-ko€T
The superscript (or subscript, as convenient) R
used in Eq. (3.10) will henceforth be used consis-
tently to indicate that the quantity under discussion
is evaluated in the RPA. The RPA equation (3.10)
is illustrated diagrammatically in Fig. 2. In writ-
ing Eq. (3.10) we have used the equality

2% ,%,@ =55, %, %,@,

which follows from the definition of Eq. (2.14) and
Galilean invariance, to write

20 S @1 1,@.

ker .
Using Egs. (3.10) and (3.12) together yields the
R
equation for f% (4),

(3.13)

(3.14)

4ar, 1
@)= - T
ky 37Ng* —ﬂzzir q- (k, =k, +Q)
<L+ 2fF @)1 +2/ 5%, @) -
(3.15)
Defining the general particle-hole vertex function
g(k) as

g1 ®=g®=1+2/1@, (3.16)

i [ A7 el L)

FIG. 2. Diagrammatic representation of the RPA
equation for S,.
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and changing the sum toan integral as usual by

>~ nk‘;‘.(zr)-Sf dk, (3.17)
&
we find that Eq. (3.15) may be rewritten
- 1 e
8r (k1) =1 ‘-"Z';E &r (kvl)
- gx(kz)
ak, === 3.18
fr R (8.18)
where
2 zﬁz 1 2
B(q)=p=— - M (3.19)

mQky V(qkp) 207, °
For many purposes it is more convenient to de-
fine new (dimensionless) and more symmetric mo-

mentum variables X, and k, by
K,=%,-30, k=-K,+3 4. (3.20)

We denote quantities defined in terms of these new
variables by a tilde, thus

g(El) =g(f?1 -3 ?1)52('?1) s
Sak ik 2@) = Sz;il_-(x/z)ﬁ. -?$+(1/2)3(ﬁ)
= SZ:F 1K 2(&) 5

and in terms of which Eq. (3.18) may be written

(3.21)

gn(kx)zl-_lﬁ'glz(zl)
f dk ,g(’.‘.()z), xel, (3.22)
where
o (IR-3dl<1,
{keT®) =Tt= (3.23)

Vlk+sdl>1.
We shall regard Eq. (3.22), which is a nonlinear
integral equation for the RPA particle-hole vertex
function gz (k), as the basic RPA equation in the
coupled-cluster formalism, since all other quanti-
ties of interest may be obtained from it. Thus,
using Egs. (3.10), (3.16), and (3.21), we have that
S can be expressed as

2 1 - -
“ 3N G GR) 2p() 2 &),
in the physical regime X,&T and X,&€T'. The pur-
pose of the remainder of this subsection is thus to
obtain the exact solution to Eq. (3.22) and to dis-
cuss its general properties.

As it stands, Eq. (3.22) is a quadratic integral
equation for Zg(k), and the first step in its solu-
tion is to bring it into linear form. This can be
achieved as follows. The equation is first multi-
plied throughout by the factor [§+ (X,+%)]™*, and

(3.24)
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then integrated on the variable El eT. After some
trivial algebra, this gives
dKk, : f dic, gx (k)
£ 4@, +8) Jr Q- &, +R)

L L [ dKg[) [ dK,E2e ()
2mB T q'ﬁx‘*“) T Q‘(kz—K)
L[ dER@E) [ 4k 2pE)
2Bz q- (k,—k) ﬁ‘(l?ﬁ?z)

(3.25)

In the second and third terms on the right-hand
side of Eq. (3.25) we now repeatedly substitute
from Eq. (3.22) written as

| 3% (g 1)

which leads straightforwardly to the functional re-
lation

(3.26)

(8 (%) 2 (=K)] =Rz (k) , (3.27)

where the known function K (k) is defined by the
relation

o 1 - 1 1
KK51+-—-_/-dK<4> =+ ,).
= () 21 5 NG/, +E) G- R, ~R)
v (3.28)
Substitution of Eq. (3.27) into our original equation

(3.22) leads immediately to the linear integral
equation for gy (%),

dR'Z (k")

ka0-1egy J FET
We note that although we have achieved our goal of
linearizing the original integral equation for éR(E),
the equation is now a smgulav integral equation in
the physical regime ke I‘(Ic) since the kernel be-
comes infinite at all values K’ =K. Thus, the
kernel of the equation is not square integrable and
the usual Fredholm theory of linear integral equa-
tions cannot be applied.

Happily, however, Eq. (3.29) is still susceptible
to an exact solution, but in order to proceed fur-
ther it is important to choose the correct co-
ordinate.system. The function :éR(TZ) is in reality
a function of both the vector k, and the vector §
which we have suppressed for ease of notation.. By
Galilean invariance the only independent scalars
are thus «%, ¢?, and ¥ +q, and continuing to sup-
press the implicit dependence on ¢, we write
éR(E) EéR('E-E},KZ). We note, however, from the
defining equation (3.28) that K.(#) is independent
of the scalar %, and hence it is clear by inspec-
tion that Eq. (3.29) has a solution g,(k) =£,(K +q) ,
independent of k2. It is therefore clear that the
natural coordinate system in which to solve Eq.

(3.29)
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(3.29) is a cylindrical polar system with axis along
the direction ¢, and for obvious reasons of sym-
metry with origin at the midpoint of the axis
joining the centers of the two unit Fermi spheres
implied by the integration regime T'. In these
cylindrical polar coordinates (x, p,0), where x

x, Osxsl-3q, ¢<2,
[1-(zq-%F]/2q, 1-%q<x<1l+iq,
[1-(q-xP]/2q, tq-1l<x<ig+1,

0, otherwise,

N(x>0)=

and for future use we define
N(-x)=-N(x) ,
and where
{0<x<%q+1 q<2;

xELaléq-—lsxs—q+1 qg=2.

17

-

=K éc}, the integrations expressed in Eqgs. (3.28)-
(3.29) may be written

q=2,

Using Egs. (3,30)-(3.31) with Eq. (3.28) leads to the explicit expression for I.{'R(E),

Kp(®) =Kq(x)=1

38q <2q+[1 ~(zq+x)*] In| %
Keq=x,
which is valid for all values of q.

Similarly, Eg-. (3.29) may be written in these co-
ordinates for gy(k « ¢)=&,(x) as

Bo(0) Gox) =14 [ dx 'M) xei .
B L X X
(3.34)

We note that at this point the RPA problem has
been reduced to finding the solution of the one-
dimensional singular integral equation (3.34).
This equation is almost of the standard Musk-
helishvilli-~Omnés-type,*® and we shall only
sketch such further steps in its solution as are
necessary to illuminate the physics of the ap-
proximation.

In order to solve Eq. (3.34), it appears to be
necessary to make an appeal to analytic continua~
tion at some stage and having realized this it is
easiest to do so immediately. Defining a function
K,(2) of the complex variable z, by

1 1 )
+T—-—
z  x'-z

7 = 1 PN (!

KR(z)=1+[—3 fz dx’ N(x )(x,+
1 1 1 - sq+z+1
‘1+E[1+2_[1‘(2"+Z) In(5205)

30 [1—(2q 2)] 1 (%5:—}11)]
(3.35)

2q+1+x
5q—~1+x

‘ f dx f(x)=2mq f dx N(x) f(x) , (3.30)
T L

for an arbitrary function f(x), where
7<2, (3.31a)
(3.31b)
(3.32)

1
+[1- (-7 n] $21=2),
(3.33)
th is straightforward to show that

I?R* (x)EI‘{'R(xii'r))=f( (x)tiwﬁ'lz’\.f(x) (3.36)

where 7 is a positive infinitesimal, and K.(x) and
N (x) are as defined in Egs. (3.33) and (3 31), re-
spectively. We can thus define a function gR(z) for
arbitrary z in the complex plane by

fd, Rl la’).

and by comparison of Eqgs. (3.34) and (3.37), and

(z)gR(4 (3.37)

. making use of Eq. (3.36), it is clear that in the

physical regime x< L,

grR(x) = lim grR(xiiy), xe i . (3.38)
y—0

Finally, defining a new function ¢(z) by

$(2) =p(2)Kp(2) (3.39)
and writing

hy (%) = (67/B) N(x)/Kp, (%) (3.40)
we may rewrite Eq. (3.37) as

hg(x)p, (x') ~

s.@=teg [ w00 wcl . Gan

In this form, Eq. (3.41) may now be solved by
standard methods*® to give the general solution
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Bea o W _ g i)
: ax! ———
-

$(2)=1- % . ——
«B(R)e ™ | (3.42)
where
WH(e)= 5 f ax LGN (545
GR(x)zl-th(x) , (3.44)

and where the symbol Ln indicates any value of the
multwalued logarithmic function which is con-
tinuous on L. It should be noted that the general
solution of Eq. (3.42) is not unique since it con-
tains the function P(z), which is defined to be any
function analytic in the entire complex plane with
the possible exceptions of singularities at either
or both of the end points of the integration interval
L. Also it is clear that in order not to run into
trouble with possible branch points of the Ln func-
tion in Eq. (3.43) we must further require that
G;(2)#0 for ze L, which is readily verified in our
particular case. Thus, using Eqgs. (3.40) and
(3.44), we have

1/Ggx)= e“°R‘"’=I?R+ (x)/I?R_ (%), (3.45)
where 8,(x) is real, and is given by
Bp, ()= |Rp, (v) [e* ), (3.46)

or equivalently,

85 (%) == 8p(~%) = Tan" ( R%{; %))

=Tan" (ﬂN(x)) (3.47)
B, (x)
and where to be consistent with the use of the Ln
function in Eq (3.43), the Tan"' function in Eq.
(3.47) indicates any value of the multivalued in-
verse tangent function which is continuous on I.
The integral term in Eq. (3.42) may readily be
simplified by considering the contour integral of
the function e~ ™#"?/(z’ — z) with respect to the
variable z’ around the contour comprising the
circle at infinity indented at the real axis to ex-
clude the cut L. Comparison of the direct evalua-
tion with the result obtained using Cauchy’s theo-
rem and the defining equation (3.43) leads trivially
to the result

2x(2) = [ /R (2)][ 1+ P(2)] . (3.48)

There remains for us therefore only to try to
eliminate the unknown function 13(2). It should be
realized however that we have no a priori knowl-
edge of whether our original equation (3.22) in-
deed has a unique solution, although this will turn
out to be the case. What is certainly true however
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is that the derived equation (3.29) does not have a
unique solution. The only method now open to us
to attempt to eliminate the unknown function BP(z)
is to ensure that the solution (3.48) does indeed
satisfy the original equation (3.22). Somewhat
more directly we may also require that the solu-
tion (3.48) satisfies the functional relation (3.27),
or better, its generalization

8p(2)8p(-2)=1/Kp(2) , (3.49)

which is proved analogously.

Before proceeding with this derivation, how-
ever, it is necessary to inquire into the analytic
structure of the function LnKy(z), which is in-
timately connected with the funetion #(z) from Eqgs.
(3.43) and (3.45). It is clear from Eq. (3.35) that
KR(z) is analytic in the entire complex z plane ex-
cept for cuts along z¢< (L+L’) where L’ is the
reflection of the segment I about the y axis (i.e ,
xel'=—-xc Z,). Clearly, the only additional sin-
gularities in the function LnK,(z) will be logarith-
mic branch-points at any possible zeros of the
function K z(2). It is trivial to show that the only
possible zeros of Ky(z) occur on the real axis out-:
side the cuts L and L’. From Eq. (3.33) we see
that the only possible zeros of Kg(z) are at z =x%,
where x& = x¥(q) >max(L) =%q +1 is the positive
root (if any) of the equation

R, 1
:;S[Zq-r [1- (x§+§q)2]1n<x————1——~° +2q+1>

-1=
x§+§q—1

R 1
_ (xR _ 1.} ¥o~zq-1
+[1-(F = 249) ]1n<;§j‘§r;1+1 )],
>tg+1. (3.50)
It is also not difficult to show that Eq. (3.50) has
either one or no solution, according as gsq¥,,
or q>q,‘;'.,x, respectively, where qf:ax is given by

xo(qﬁax)=%qgax+1 ) (351)

X
FIG. 3. Real and imaginary parts of the function
K g+ ) and the phase angle dy(x) for ;=1 and momen-
tum transfer ¢=0.6>¢ X =0.560.
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or, using Eq. (3.45),

(qR.) = on’s[ (2+g%,)In (1+ 2[13_> —2], (3.52)

m max .

which is readily shown to have a unique solution
for any value of ;. The structure of the real and
imaginary parts of K, (¥) is shown in Figs. 3 and
4, together with the phase angle 8,(x) of Eq. (3.47)
for the two cases ¢>¢%,, and g<g®,,. To be specific
we have chosen the value 7, =1 for which Eq. (3.52)
has the solution ¢%,,=0.560, and again to be spe-
cific we have chosen values of ¢< 2, although
nothing of significance changes for ¢>2. It should
also be noted that we have now restricted our-

gR(z)gR(—z)= I?Iza(z)

The integral in Eq. (3.53) can now be simplified by
considering the obvious contour integral taken
around a contour comprising the whole circle
at infinity, indented only to exclude the entire
real axis. Using the results above on the
analytic structure of the function LnK'R(z) together
with Cauchy’s theorem, it is found by comparison
with Eq. (3.49) that

L=[1+P(2)][1+P(-2)]
1, 4205

XV (+3q-2)1+3q+2)
t (¥E - 2)(xR+2)

(3.54)
, 4<qRay .

Remembering that the function 13(2) must be every-

FIG. 4. Same as Fig. 3, but at a momentum transfer
g=0.5<gF =0.560.

[1+P(2)][1+P(-2)] exp(—l—— f- i

2mi L+ L

17

selves to work on the branch of the Tan"! function
in Eq. (3.47), where 04(z)—~0 when z -, and this
branch will always be implied henceforth. The
important thing to note about the function 6,(x)

is the differing behavior for ¢>g¢%,, or ¢<¢%,,. In
the former case 0<d,(x)<m, and 8,(x)=0 for
x2%q+1, whereas in the latter case 8,(x) =7 for

2 g+1<x<x®, and this behavior is intimately con-

‘nected with the respective absence or presence

of the zero at x =% in the function K,(x). These
points are further illustrated in Fig. 5, again for
rs=1.

Returning now to our general solution Z5(2) it is
straightforward to show from Eqgs. (3.43), (3.45),
and (3.48) that

LnKp,(x") = LnK,_(x') >

e (3.53)

dx’

where analytic except for possible singularities at
the end points of L [viz.,max(0,3¢ - 1) and
(3¢+1)], Eq. (3.54) immediately yields"

- > R
1+P(z) = L 4> dnas
(B -2)/(1+39-2), q<qia ,
: (3.55)

where the negative solution has been discounted by
reference to Eq. (3.37) in the limit z ~«. Com-
parison with Eq. (3.48) then yields the unique solu-
tion

0.4 ’

180 -
2 0.5
3 5]
2
S 90 -
N3
0 0.6

q=0.7 L

|

05 10 15
X

FIG. 5. Phase angle § p(x) at v;=1, for various values
of the momentum transfer q. .



fu iy ol oo 38)

KR(Z)
1’ q?qﬁax b
3.56a
X Xy =2 q< qF ( )
1+ig-z" max 1

which by reference to Fig. 5 and the discussion of
it can be rewritten in the equivalent form

L ’
exp(%j; dx'f—,&f—x-z-)) (3.56b)

£al)= —
Kg(2)
which is valid for all values of ¢, and where the
effective upper limit on the integral is max(qg/
2+1,x%). Two further equivalent expressions
which can be constructed from Egs. (3.56a) and
(3.56b) by using the functional relation (3.49) are

gR(z)=eXp<—% ];: dfo>
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and

- 1 © Op(x’
gn(2)=exp(-;fo a2,

(3.564)
and where in each of Egs. (3.562)—(3.56d), 8,(x) |
as given by Eq. (3.47) is continuous for min(L)
<x <max(3 qg+1,x8), with values between 0 and 7,
and zero elsewhere on the positive real axis, as
illustrated in Fig. 5. Strictly speaking we should
still verify that the solution expressed by any of
the above equivalent forms actually satisfies our
original nonlinear integral equation. Suffice it to
say that this may fairly readily be performed.
For many purposes, one final form for g'r'R(z)
is useful, which is readily obtained by performing
an obvious contour rotation

Y24z

Exle) =exp (- £ [ a InEy(9) )

x'+z
(1, Rez>0,
1, q>qqu ; X{ > :
N (3.560) 1/Kp(z), Rez<O0, (3.56e)
Z+5q+1 R .
TZ+xE 9 <Gmax where, from Eq. (3.35),
Ep(y) =R (iy)
1( 1 (2g+1)2+9? - (ig-1 3q+1
=1+ A+ (1-54%+y2 ln(2 + {tan‘1 —?——->-t (2 ] .
+B_{_ 2q<' 147 +9?) Eg=17P+s2 y y an y > (3.57)

and where in Eq. (3.57) the symbol tan™! now indi-
cates the principal value of the inverse tangent
function, defined to lie in the interval (- 37, ;7).
This last form for gR(x) is particularly suited to
numerical computation since it contains a non-
singular integrand,, does not depend on the param-
eter x&(g), and is independent of whether ¢2 2.
We also add that values in the physical regime
ze L are readily obtained by making use of Eq.
(3.38). . )

Having obtained the general unique solution to
the RPA ring equations in our formalism, we now
wish for futureuse to discuss some of its proper-
ties. We start by considering the analytic struc-
ture of g5(z), which is most readily investigated by
considering Eq. (3.56c). Thus, g,(2) is seen to be
a function analytic in the entire complex z plane
cut along L’ with the exception (for ¢<g,,, only)
of a simple pole at z=-x%. In particular, g,(z)
is analytic over the physical regime L and does
not have a pole at z =+xZ.

It is readily verified that gz(x) is a monotonically
increasing function of x for x>0, with a value at

the origin given by

gR(0)=[1+%(1+ZIl- (1-%g®)n

q+2 -1/2
q —2|>] ’

(3.58)

* and which approaches unity as x approaches in-

finity. Its limiting behavior for small x is deter-
mined by the following expressions:

2 (01— F22(0) v Inv+ O], g<2;

Fo) )
L2 0[1+0()], g>2 .

(3.59)

The limiting behavior for large values of the mo-
mentum transfer g is also of interest, and it is
important to realize that we shall actually be less
interested in this limit when x remains constant
but rather as x/q— 3, since we are basically in-
terested in the physical regime specified by Eq.
(3.23). It is easy to verify that the general limit is
given by
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8ar,

ZpX) —— 1~ g *+0(q"°)

q—>
x/q> ¢

for arbitrary value of the constant c.

Using Eqgs. (3.8), (3.12), (3.16), (3.17), and
(3.21), it is readily shown that the correlation
energy expressed as an energy per particle in
units of rydbergs in the RPA is given by

3 aq . - .
eRPA=———f—— f dr[ ge(K)-1] .
c 8773(11’5 qz I': [ R( ]
(3.61)

The integrations in Eq. (3.61) can presumably now
be performed by inserting any of the exact rela-
tions (3.56a)-(3.56e). Itis, however, muchsimpler

ImkR+ ( )

o)) [ [ ax [
RPA _ [ 2 3 d 1 —
€e (27r>(a1/5> A a dqfo x| Tan ReKjy, (x)

0

arg

where O(x) is the usual unit-step function, defined
to be one (zero) if x is greater (less) than zero.
The last of the above forms is precisely the well-
known expression for the RPA correlation energy
as first derived by Gell-Mann and Brueckner,® and
the other forms have also been shown to be equi-
valent by Hubbard* and Sawada et al.®

While (3.64c) is most convenient for the numeri-
cal evaluation of the RPA correlation energy
(since it is independent of x¥), we can usefully
consider Eq. (3.64b) further to enquire into the
physical role of the constant xF¥=x2(g). We may
rewrite the two terms in Eq. (3.64b) as

RPA _ - RPA RPA
€c " T€escont TE€cspl 2

(3.65)
where the first term corresponds to the contribu-
tion from the x integration over the regime L, and
the second term arises from the term involving
x® 1t is clear in this form that the term € oy
arises from the physical regime L, corresponding
to the particle-hole continuum for which |% +5§|
>1and |[k—3§|<1. The second-term €ip clearly
then arises from an unphysical (for bare particle-
hole pairs) region in momentum space. From Eq.
(3.64D) it is easy to rewrite this latter contribution

(to the total energy) as

—>— ImK 5, (x)}

=<.3_ ( 1 ) [O”qsdqfo“’ dy[InEp(y) = B oly) +1],

to use Eq. (3.29) to derive the relation

[ awga@)=1im {2rgqzl1-Kae)za)])-

z—>

(3.62)

Use of Eqg, (3.61)-(3.62), together with the trivial
relation

]: d}=26qf~ demI;'m(x)
T L
=2pq [ dylExy)-1] (3.63)

and the various exact results of Egs. (3.56) leads
to the various forms for the RPA correlation en-

ergy

(3.64a)

:('23? (alrjfw ‘13@{[5 d"[”“”(%ﬁ%ﬁ‘Imffm(x)]w[xé‘—(%q+1)]e(q§m _q),} (3.64b)

(3.64c)
| b o
58 =5 3 (ros@ gy la vk 27,
(3.66)

fiwy (a) = (i%kg/m) ax §(a) ,

where g has temporarily been restored to a vari-
able with proper dimensions. In this form it is
clearly seen that this piece of the correlation en-
ergy is just that arising from the plasma oscilla-
tions or plasmons with frequency w, (g) and is
given as the difference between the zero-point
energy of this oscillation and the value this energy
approaches as the coupling is turned off (¢ -0 or
equivalently ¢~ 0). This latter limit is simply
from Egs. (3.50) and (3.66):

lim fiwp (@) =(2%/2m)[(q +ke =Rp?]  (3.67)

T
as required, which is just the upper limit of
the particle-hole pair excitation continuum for a
given g. We thus see from Eq. (3.66) that x *
=xX (g) essentially measures the plasmon dis-
persion curve. This result is perhaps not unex-
pected if we refer back to the analytic structure
of the three-point or particle-hole vertex function
Zx(2), which analytic behavior is also reflected in

S
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the four-point two-particle~two-hole function §§
from Eq. (3.24). Thus we recall that gz(z) has the
cut L’ and the (possible) pole at z=—x*, By an-
alogy with ordinary two-body potential scattering
we would expect that the cut is a reflection of the
particle-hole scattering continuum and the pole
corresponds to a bound state, and this interpreta-
tion is now seen to be correct, except that we
realize the bound state is not a two-body bound
state but a true (many particle-hole) collective
excitation of the many-body system. The analogy
with potential theory can in fact usefully be ex-
tended. For example, the behavior of the “phase-
shift” angle 6;(x) shown in Fig. 5 with respect to
whether the system sustains a plasmon or not for
a particular momentum ¢, bears obvious analogy
to Levinson’s theorem® for two-body potential
scattering. It is not difficult to formulate exactly
the quasi-Levinson theorem for this many-body
situation, although we shall not attempt to do so
here.

It is perhaps also worth pointing out that the
function K z(2) which plays such an important role
in our solution is no more than the dielectric func-
tion well known from the Green’s-function techni-
ques (and see, e.g., Ref. 51). In the Green’s-
function analysis of time-dependent perturbation
theory one can define a proper polarization in-
sertion I*(§, w) which renormalizes the bare static
potential V(q) into a generally nonstatic (or equi-
valently energy-dependent) effective potential
Vg, w) by

. V@ V@)
V&) TG @) - G @)

(3.68)

where €({, w) is the dielectric response function.

In the Green’s-function theory it is shown that re-
placing IT* by its lowest order approximation gen-
erates the RPA, and it is readily seen [cf. our Eq.
(3.35) and Eqs. (12.36) and (12.45) of Ref. 51] that

K gl2)=¢€ gy, @, 42) - (3.69)

In order to compare our results with the later
TDA results we also consider taking the high~
density (v, 0) limit of Eq. (3.64c). The calcula-
tion is straightforward and is identical to that
given by Gell-Mann and Brueckner,® and we quote
only the well-known result

eRra 5% Al +Bp+0(rg Inyy)
A=(2/72)(1 -1n2)~0.0622 , (3.70a)
Bg=(2/72)(1- In2) In(4a/7) +({InR),, - 3] +5,

where
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<1nR>av’=‘fm dszlnR/fw dyRZz-0.551 N
R=R(y)=} lim {BlER(y) -1}

=1-ytan~(1/y), (3.70b)

and § is the finite piece of the (logarithmically
divergent) second-order direct contribution €*’

after the logarithmic divergence has been properly
removed

12 ° 1 d
5559-(.._—] d f _qu)
™ J, Y o 4

-1 4 3
=lim (5- - (1—1n2)lne.—87T5

€0
° dc’;f . f 1 >
xf — dk dk ==+
e qt Jr TV JR e qe (R, +%,)

~=0,0508. (3.70c)

Putting these results together leads to the asymp-
totic expression

A+ 0,0622Iny, - 0.142 +0(r, Inv,) .

—~0

(3.71)

Ts

Finally, it is well known® that to get the first two

terms in the above asymptotic expression exactly,
one need only add to the RPA result the second-
order exchange contribution e(z") evaluated exactly
by Onsager®® as

eP=11n2 - (3/272)¢(3)~0.0484 . (3.72)
One thus obtains the exact result
©¢ ;=% 0.0622 Inv, ~ 0.094 + O(r,Inv) . (3.73)

It is not difficult to show that in this high-density
limit the plasmons contribute only to the constant
term in Eq. (3.73), and by explicit evaluation® we
find

ef‘f ’;1 _ 3

re=0 3% f dxg f3(x3)

1

f@=xIn[(x+1)/(x-1)]-2, (3.74)

which integral can be evaluated analytically®? to
give

enh — 5 =2/7220,1307 .
7s =0

(3.75)
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C. TDA ring equations

In Sec. III B we have explicitly solved the S,
equations in the RPA. It is clear from iteration of
Eq. (3.10), or its pictorial representation in Fig.
2, that the RPA sums all the most general ring
diagrams and that the general intermediate state
in the RPA consists of an arbitrary (even) number
of particle-hole pairs. An equivalent way of des-
cribing the RPA is thus to say that the intermed-
iate states considered are restricted to those ob-
tained by creating or destroying (bare) particle-
hole pairs from the noninteracting ground state,
and in this form the RPA is also well known in the
context of nuclear spectroscopy. Here one is in-
terested, for example, in the calculation of col-
lective excitations in closed-shell nuclei, where
the ground state is supposed to be, to a good ze-
roth approximation, the closed-shell Hartree-Fock
state; i.e., a Slater determinant built from the
self-consistent Hartree-Fock single-particle (or
shell-model) basis. One then arrives at the RPA
by, for example, linearizing the equations of mo-
tion by keeping only those matrix elements which
connect an excited state to the ground state by
creating or destroying particle-hole pairs in the
ground state. A further approximation is also well
known in this context, which makes the further
restriction that one considers only those states
reached by creating particle-hole pairs from the
ground state, i.e., the further approximation is
made that the ground state has no particle-hole
pair components. For historical reasons this has
become known in the literature as the Tamm-

‘Dancoff*® approximation. These authors were in
fact concerned with a field-theoretic treatment of
a system of mesons and nucleons, which they
solved within such a truncated basis as described
above, and the general approach has been em-
ployed both previously and since by many other
authors.

Within the present context the TDA is now easy
to formulate. Thus we consider the subset of ring
diagrams, wherein every intermediate state con-
sists of just two particle-hole pairs. Equivalently,
within the language of Goldstone perturbation the-
ory, the TDA consists of taking only those ring
diagrams propagating forwards in time from the
time the first two particle-hole pairs were crea-
ted, whereas the RPA enlarges the class to the
rings propagating either forwards or backwards
in time. From Fig. 2 it is now clear that the only
term in the RPA which is responsible for back-
-ward propagation is the last term quadratic in Sz,
and omission of this term leads to the TDA.

At this point it is worth pointing out that one
knows many examples in many-body theory where

an approximation is worsened rather than im-
proved by the addition of extra diagrams, particu-
larly at intermediate values of the effective cou-
pling constant, and thus it is not @ p7Z0o7i obvious
whether the TDA is a worse approximation than
the RPA for nonvanishing values of »,. Further-
more the TDA has to our knowledge never before
been applied to the electron gas. Finally, since
the TDA turns out also to be susceptible to an
exact solution in this case, and since exact re-
sults in many-body theory are rare, and can often
be used as a yardstick against which to measure
more elaborate methods, we consider it worth-
while to consider further.

Just as above we used the index R to indicate
quantities evaluated in the RPA, we now use the
index T (subscript or superscript) for the corre-
sponding quantities in the TDA. From the above
discussion, it is clear that the basic TDA ring
equation is the “linearized” version of Eq. (3.15),

T @-- [ af, —ee
SR T Ty

x[1+ 2},{1(&) +2fF@],  (3.76)

or in terms of the TDA particle-hole vertex func-
tion gy, defined by Eq. (3.16),

> (%.)= ..l_ I3 __.__1.._..___
gT(Kl)—I—ZwB j;; dxk, a,(-,zl +E)

x[gp(&) +& (&)= 1], (3.77)
Defining the functions (%) and Z (%) by

=1 21 ek [ T
KT(K)_1+Z(K)—1+27!ﬁ & G @& +R) (3.78)
the basic TDA equation (3.77) can be recast in the
form
~*"“~*—l—f & £(%,)
K (% )gr(k,)=Kp(%,) 218 J;: dk, T, +%,)
(3.79)

in terms of the solution to which the TDA approx-
imant for S, may be written

$7 7,7, @ =~ (2/38NN1/G- (%, +1,)]

X[ET(EJ +gp(%,) ~ 1]. (3.80)
By exactly the same reasoning as in the RPA case,
we again come to the conclusion that g (%) is a
function only of the scalar variables g2 and % - g,
and is independent of k2, Continuing to suppress
the dependence on g, we write g (kK)=g,(kK- )
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‘henceforward. By choosing the same cylindrical
polar coordinate system as in the RPA case, Eq.
(3.80) may be reduced to a one-dimensional inte-
gral equation for gr(x=%-g),

.RT(Z)§1(2)=I}T(Z)—%3' fi dx’ SI(x')gI(x’)

x'+z  ?
(3.81)
with
_ - 1 ; N(x")
KT(Z)51+Z(Z)51+E_[I: dx iz’ (3.82)

where we have again analytically continued our
-equation into the complex z plane, and where the
function N(x) and the symbol L have the same
meaning as in ‘Egs. (3.31)—(3.32). Equation (3.81)
is now a nonsingular linear integral equation in
the physical regime z -~ xef,, but as in the RPA
case it is convenient to turn it into a singular eq-
uation in order to solve it analytically, and we do
this as before by deriving a relation between

g r(2) and g4(=2). Starting with Eq. (3.81), and
performing an essentially similar analysis as in
the RPA case, it is fairly straightforward to show
that g () satisfies the functional relation

Fp(2) +&p(~2)=1+1/Kp2)L(2) , (3.83)
where
i’T(z )EI}T('—Z) ’ (3‘84)

which is just the TDA analog of the RPA result
(3.49). This result can now be used to rewrite
Eq. (3.81) in the form

1 Y ,2’ xll
+Eﬁdx N(x')ef=—— |

ir(z)ér(z): b X -z

1
KT(Z)
(3.85)

J

z-1+2¢q

L,(2)=

zZ -2q+1

1 1 Z—%q—l 1
1+§B—q—[[1—(z—zq)2]1n<—-—l >-2(z-zq)], g>2,
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which is the TDA analog of the RPA equation
(3.37). It_ is again clear that in the physical re-
gime xcL,

gr(x)=lim &, (xxiy), xcL . (3.86)

¥y >0
Equation (3.85) is again of the standard Muskhel-
ishvili-Omnés type, and the well-known theory
of this class of singular equations (and see Ref.
49) leads to the general solution

1 It ®@
Kp(2) 2mi

iT(z)gT(z) =

-uf(x’)_e-uZ(x')

, €
xfz P TR 0@ = 2)

+p(2) ()" @, (3.87)
where #7(z) is defined analogously to #%(z) in Eq.
(3.43), with

Grx) =Ly (x)/Lpy(x)=e™2%7® | xc L (3.88)

and

M(z)=(z=a)™"(z=b)"2, (3.89)

where a and b are, respectively, the lower and
upper end points of the regime L, and the integers
n, and n, are defined by

n==n""0,(a), n,=w"1640). (3.90)
We again note that solution (3.87) is not unique
since it contains the function p(z), which is an ar-
bitrary polynomial,

Again, in order to simplify the result (3.87) by
performing the obvious contour integral, it is nec-
essary to consider the analytic structure of the
function InZ,(z). From either the defining rela-
tions (3.82) and (3.84), or from the explicit result

1 1 s z2-1-3¢q z—1+%q> ]
1+ EB—q—[[l—(z—aq) ]1n<——-1— +2qzln<————z———— —q(z -1)|, ¢<2,

(3.91) -

it is not difficult to show that the function LnL,(2) has the following properties: (i) it contains the branch
cut L of L (z), and (ii) the (possible) extra branch point at z=+x, due to the (possible) zero in L 4(z),
L(xT)=0, where xT=xT(q)>%¢+1. This zero exists only for ¢<gqZ, , where g%, is given by

x7(qT )= 2 4%+ 1,

(3.92)

(iii) ‘otherwise LnLy(z)is analytic in the cut plane, and (iv) L,(z) =1 when z - . Using this information
it is readily shown that «7(z) may be evaluated explicitly as

euT(2) =l~,T(Z) X { 1, ¢> q:ax ’
(3q+1-2)/(x5 =2), q<dpy,

(3.93)
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and working on the same branch of the Ln function as in the RPA case, the integers », and n, in Eq. (3.90) .
may be specified as

ny =0, n,=0(qL,, —4q). (3.94)

Equations (3.93) and (3.94) may now be used to simplify the result given in Eq. (3.87). By considering the
contour integral of the obvious integrand around a contour comprising the .imag_inary axis and the infinite
semicircle in the right half-plane, indented at the real axis to exclude the cut L, one finally arrives at
the solution

- 1 z (% dy 1
gT(Z)=“<I?T<z>JZT(z) 1) o(-res)+ 2 &‘fi}i(ﬁﬂiwﬂruw 1), (3.95)

-oo

where the arbitrary polynomial p(z) in Eq. (3.87) has again been evaluated by insisting that the solutions
both satisfy the functional relation (3.83) and approach unity as z tends to infinity, as is readily observed
from our original Eq. (3.81). Equation (3.95) again specifies completely the unique TDA solution, and
should be compared with its RPA counterpart (3.56€). Both for completeness and for future use, we also
give the TDA counterparts of the RPA results expressed in Eqgs. (3.56a)-(3.56d). These relations, fully,
equivalent to Eq. (3.95) are derived from this result by performing various contour distortions, and using
the functional relation (3.83): '

. 1 el —q) 1 1 a1 1 1 >
grle)= Fl)lee) " &I = 2) K Dipad) " 2mily x_z B ) <IZT+(x’) AZ)
) 11 7oA 1 < 11 >
Ep(2)Ly(z) 21 %0 x' 2 K"\ Ly, (x")  Lp(x")
=1--9-(‘1max'q) 1 b AL ('1 - )
&I 72) R aDLixD) " 2mi/; x'+z Kpx") \ Lp,(x")  Lp.(x")
1 (° ' 1 1 1
=1 o o Xx'+2 KT("')('. o) ~T_(x’))’ (3.96)
where
dL)
T(xg) - dx x=xg . 97)

By analogy with Eq. (3.61) we can now evaluate the correlation energy in the TDA as

€TPA - 7§T<0“1’s >f0m qdq/;: de\;(x)[éT(x) -17, (3.98)

which is readily evaluated in the two equivalent forms, by direct substitution of the exact solution from
either Eq. (3.95) or the third of Eqgs. (3.96),

e () valdf w(BE) ()

Bocf) =1 oor o (3.992)
B i) O s 9]

=(%>< )[ quf (T(W)LT(W) 1)[ Li9)+ Ly (iy) —2] . (3.99b)

r

The two terms in Eq. (3.992a) again correspond amount of tedious algebra is
respectively to the contributions from the particle- TDA

€ — A B,.+0(7r 1 3.100
hole continuum and the plasmons, whereas Eq. ¢ rg =0 Inv, +Bp+ O(r,Inr,) (3.1002)
(1_3.99b) is more cc?nvenler;‘tbio? numex:lcal mtegra- where A is identical to the RPA value in Eq.
tion. The evaluation of €, in the high-density (3.70a), and

limit may be derived from Eq. (3.99b) in a
straightforward fashion. The result after a certain B,=(2/7%) (1 —=1n2)[In(2a/7) +k] +0,  (3.100Db)
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where 0 is as given in Eq. (3.70¢), and

x={f dsz[—é- In(R2 +1 2)
[¢]

+ (}_i_;_lzRI_?_> tan"(é)]}/j; ) dy R*
R= E(y)= 1 -ytan™(1/y), (3.100c)

I=I(y)=2yIn(1+1/y?%.
Numerical integration yields a value k= -0.1670,
which gives the final expression

€ITPA —  0.0622Inr; —0.1298+O0(r, Inr,) .

r =0

¢ (3.101)

D. MA ring equations

As we have already seen the RPA can be rep-
resented as summing the most general ring dia-
grams in their entirety, while the TDA sums only
that subset in which the rings propagate only for-
ward in time from the instant the first two parti-
cle-hole pairs are created. There is one further
approximation which has been used in the context
of the electron gas many years ago by Macke,*
and which was motivated by earlier work of
Wigner.!° Here one also considers the rings to
propagate only forward in time, but further re-
stricts the class of diagrams to those in which a
given pair of the original two particle-hole pairs
created remains for all subsequent times in its
original state, i.e., suffers no subsequent scat-
tering. Within the context of the present formal-
ism this Macke approximation (MA) is readily seen
to correspond diagrammatically not only to omit-
ting the term quadratic in S, in Fig. 2 as in the
TDA, but also either one of the terms linear in
S, on the right-hand side of Fig. 2.

Using the index (subscript or superscript) M now
to indicate quantities evaluated in this MA, it is
clear from the above discussion that the basic
MA ring equation, by analogy to Egs. (3.15) and
(3.76), is

e L g 1 i (a
fgl(q).— " 4nB '/:f‘ dKz' q (k1 +-k2) [1 * 2f"1 (q)]

(3.102)

or, in terms of the MA particle-hole vertex func-
tion g,, defined as in Eq. (3.16),

it =15z J; 95 gy B,

(3.103)

in terms of the solution to which the MA approxi-
mant for S, is
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M Py 2 éM('? )

Sant, (V= - Y (7% -
It is clear both from the discussion above and the
explicit expression of Eq. (3.104) that the MA de-
stroys the symmetry of S,;z z (4) under the inter-
change i, — K,, although this 2symmetry can be
restored if necessary by symmetrizing Eq. (3.104).

The solution of Eq. (3.103) is now trivial, and

gives in our, by now familiar, variables

gu(z)= 1/1§T(z) R (3.105)

where K,(z) is the TDA dielectric function defined
in Eq. (3.78). We note that 2,/(z) hasidentical
analytic structure to g,(z), namely, the same
plasmon pole at z=-x7, and the particle-hole
continuum cut corresponding to z €L’.

The correlation energy in the MA is immediately
given by comparison with Eq. (3.98) as

e 2am) [ aaaf, wi0( 7).

(3.106)

(3.104)

1t is straightforward to derive the high-density
limit of this expression, viz.,

1
e — 6+ = xdeln<2ays ) ,
rs—>o o Pl
Lo . (3.107)
JsJ(x):[ Y4y =1—x1n<1+ —>,
0 y+x X

where again 6 is given by Eq. (3.70c). This ex-
pression is identical to that given by Gell-Mann
and Brueckner® for the MA, whg by numerical in-
tegration quote the final result

eMa = 0.06221n7, —0.174+ O(7, Inr ).
(3.108)

We note that the result (3.107), without the second-
order correction term 3, is also just that given by
Lithrmann,

IV.. COMPARISONS AND CONCLUSIONS

For a comparison of the RPA and TDA results
it is most convenient to consider the contributions
to the correlation energy €, arising from the dif-
ferent values of the momentum transfer q. Thus,
we define a function €(q), such that

ec=f0°° dq<(q), (4.1)

and the RPA dand TDA values of this function are
correspondingly given by Eqs. (3.64) and (3.99).

It is easy to show that the large-g (or short-range)
limits of this quantity are identical in both approxi-
mations and are-given by
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}i_{n” €rpalq) = EE’B €rpalq) = =(8/312)(1/¢% ’
(4.2)

whereas the small-¢g (or lohg-range) limits are
given by :

€gpal®) —= -(3/2m)q/ar, ,
’ (4.3)

€rpa (@) = (3/4m)q/ ar, .

The common short-range limit is hardly surprising
since to this leading order only the common sec-
ond-order ring diagram contributes. What is more
interesting is how rapidly in fact this limit is ap-
proached, as is illustrated in Fig. 6. It is seen
that for both RPA and TDA at both ;=1 and 7, =6,
the €(q) curves have already healed to their asymp-
totic limits within a few percent at ¢g=2. What is
more, the RPA and TDA values heal together even
more rapidly than this, even for »,=6." For small
values of 7, this is to be expected, since it is clear
from our previous discussion that in perturbation-
theoretical terms the RPA and TDA differ only in
fourth- and higher-order terms, but it is quite
surprising at values of 7, as highas 6. It is

clear both from our high-density limits expressed
in Egs. (3.71) and (3.101), and from Fig. 6, that
the overall effect of the ring terms containing
backward-going propagation, is attractive. Actual
values of the correlation energy in both approxima-
tions are shown in Table I for various values of 7.
It is clear that while the ring terms containing
backward propagation are not negligible, they
contribute only (8-12)% of the total ring contri-
bution to the correlation energy over the range in
7s from 1 to 6.

While the RPA taken together with the second-
order exchange term gives exactly the first two
terms in the high-density expansion for the cor-
relation energy, we certainly do not expect it to

-0.02+

-0.04

ca

-0.06

-0.08

! ——RPA
~0.101 [ --—--ToA 5 .
/ —.— Asymptote (—;—gq )

~-0.124

0. 05 1.0 15 - 20 25
q/ke

FIG. 6. Function ¢ (g) in the RPA and TDA at the
values ;=1 and ;= 6. The common short-range
asymptote of Eq. (4.2) is also shown.

TABLE 1. Correlation energy €, of the electron gas in
the RPA and TDA.

7 €bRPA ECTDA

1 -0.1576 —0.146 4
2 -0.1236 -0.1129
3 -0.1055 —0.0952
4 —0.0936 -0.0836
5 —-0.084 9 -0.0753
6 -0.078 2 -0.068 9

be a good approximation in the intermediate
regime. Thus, quite apart from ignoring the sim-
ple effects of exchange [Fig. 1(d)] we have ignored
even in the SUB2 approximation (i) all of the com-
bined particle-particle and hole-hole ladder terms
[generated by diagrams (m)-(o) of Fig. 1], some
at least of which are important for short-range ef-
fects; (ii) the generalized self-energy correction
terms [generated by diagrams (g)—(1) of Fig. 1];
(iii) a class of ring-exchange diagrams [generated
by diagrams (d)-(f) of Fig. 1]; and (iv) a class of
additional exchange terms [generated by the re-
maining diagrams of Fig. 1] which includes the
particle-hole ladder terms. (p) and (q). It will
remain the task for future papers in this series
(particularly III) systematically to examine the
effects caused by these various terms.

After the present work was completed, we
‘learned of a recent paper of Freeman®® in which
essentially the same coupled-cluster formalism
as used here is applied to the electron gas in the
ring approximations. Freeman considered both the
RPA and what he calls a linearized RPA (equi-
valent to our TDA), but he was unable to obtain

. exact solutions in either case. His numerical re-

sults however are in perfect agreement with ours.
Freeman also considers the incorporation of ex-
change effects arising from the ring diagrams, but
he treats only the incomplete case where in terms
of diagrams for the ground-state energy only the-
latest (in time) potential line is exchanged, with
all other interactions retaining their accompanying
“direct” rings. We have checked that our exact
RPA and TDA solutions also agree with his numer-
ical results for this simple treatment of exchange.
We do not present results for this case however
since we believe that meaningful results on the ef-
fects of exchange on the RPA, for example, can
only be given by considering them in their en-
tirety, i.e., by including the entire set of RPA
exchange diagrams generated by incorporating
Figs. 1(d), 1(e), and 1(f), which we consider
separately in IIL i

It is also interesting to note that in the absence
of an exact solution to his RPA equation [equivalent
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to our Eq. (3.10)], Freeman®® is led to assert
that nonlinear equations of the RPA type will have
multiple solutions, and in particular he claims
that the numerical solution he obtains by numerical
iterationis not unique. Inview of our having shown
that the RPA solution i¢s unique, it is clear that
this assertion is simply not true in this case. It
is also true that both the full SUB2 approximation
for S, and many other approximations to it involve
nonlinear equations, and Freeman further sug-
gests that all such equations will have multiple
solutions, and that “the other solutions may pro-
vide useful approximations for some of the excited
states of the system.” For several reasons we
remain sceptical of this suggestion. While we can-
not prove in general that the full SUB2 equation
for S,, or any particular approximation to it,
does have a unique solution, our experience sug-
gests that either such equations will have unique
solutions that describe the unique (approximation

- to the) ground state as in the RPA discussed here,
or if a nonuniqueness does occur, that physical
considerations will usually dictdte that only one
of the mathematical solutions is physically ten-
able and that the remainder must normally be
discarded. With regard to the latter possibility
we argue on the following grounds. In the first
place we know already of at least two cases where
nonunique solutions do occur. One of these is the
analogous RPA considered here but for a system
of bosons. In this case (and see IIl), the equation
for S, is a simple algebraic quadratic equation.
Only one of the two roots passes over tothe pertur-
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bative solution, and the other nonperturbative
solution must certainly be discarded since it is un-
bounded. - Another case is the soluble fermion
model discussed by one of the present authors.>*
Here again it is shown that for an N-particle prob-
lem, a complete SUBn description leads to multi-
ple solutions, and furthermore that the non-
ground-state solutions only give even an approxi-
mate description of the excited states if n= N.

In summary, what seems clear to us is that any
possible multiple solutions of a SUB» approxima-
tion with » < N are extremely unlikely to provide
a good description of collective excitations, al-
though it must remain an open question as to
whether some of the extra solutions might pro-
vide a good description of m-body excitations

with m <#%. In any case we feel that it is more
sensible to study excited states with a formalism
which is particularly designed to do so, rather
than with the coupled-cluster approach described
here. Thus in II we study the excited states of

the electron gas employing such an approach,

and which uses our analytic RPA solution for S,
obtained here as input.
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