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We present a diagrammatic decomposition of the transition pair correlation function for the uni-
form electron gas. We demonstrate explicitly that ring and ladder diagrams are dual counterparts
that capture significant long- and short-ranged interelectronic correlation effects, respectively. Our
findings help to guide the further development of approximate many-electron theories and reveal that
the contribution of the ladder diagrams to the electronic correlation energy can be approximated in
an effective manner using second-order perturbation theory. We employ the latter approximation
to reduce the computational cost of coupled cluster theory calculations for insulators and semicon-
ductors by two orders of magnitude without compromising accuracy.

Introduction. — The ongoing advancement of modern
electronic structure theories over the last few decades led
to a proliferation of computational studies and research
on atoms, molecules and condensed matter systems based
on first principles. Electronic structure methods allow
to simulate a wide range of physically as well as chem-
ically relevant material properties including thermody-
namic stability, electric conductivity, magnetic ordering
and optical properties. Yet many of the most success-
ful methods such as approximate density functional the-
ory or many-electron perturbation theories rely substan-
tially on fortuitous error cancellation with far-reaching
consequences. Attempting to improve upon individual
terms in the many-body perturbation expansion of the
electronic exchange and correlation energy by employing
higher levels of theory often has a contrary effect and de-
teriorates the achieved level of accuracy, making it hard
to approach the exact result in a systematic manner. A
profound physical understanding of the individual per-
turbation theory contributions to the ground- and ex-
cited state energies of many-electron systems and their
balance is, however, needed to design novel, more effi-
cient and concomitantly more accurate theories. Here,
we present a new method that makes it possible to de-
compose the many-body contributions to the correlation
energies of ab-initio systems as well as the uniform elec-
tron gas in a manner that enables a deeper understanding
of widely-used approximations. Furthermore we demon-
strate that the obtained findings can be used to improve
the efficiency of many-electron theory calculations.

In many-body physics and quantum chemistry, approx-
imate methods are often tailored to become exact in lim-
iting cases. Examples for such electronic structure theo-
ries include: (i) the random-phase approximation (RPA),
which captures the leading order contributions to the cor-
relation energy of the uniform electron gas in the high
density limit [1-3], (ii) the ladder theory which works
reliable in the low-density limit [4-6], and (iii) coupled
cluster singles and doubles theory (CCSD) that combines
the latter two approaches and is exact for two-electron

systems [7, 8]. Yet all of the methods mentioned above
exhibit shortcomings for real materials, respectively: sys-
tematic overcorrelation, divergence of the correlation en-
ergy for metals, and a poor trade-off between computa-
tional cost and accuracy. In a remarkable manner, how-
ever, errors like the overcorrelation of the RPA, cancel
out when considering energy differences, and sometimes
even mimic more sophisticated electronic correlation ef-
fects [9-11]. Furthermore disregarding exchange-like in-
teractions between electron pairs in coupled cluster the-
ory systematically improves upon the achieved level of
accuracy [12]. These examples illustrate that it is im-
perative to fully understand the effect of individual con-
tributions as a function of the electronic density and in-
terelectronic distance in order to guide the further de-
velopment of more accurate and efficient approximations
to the electronic correlation energy in strongly as well as
weakly correlated systems.

Theory. — In this work we introduce a decomposition of
the electronic transition pair correlation function and the
corresponding correlation energy contributions. For the
sake of brevity we will restrict the following discussion to
the uniform electron gas (UEG) and turn to ab-initio sys-
tems afterwards. The correlation energy can be written
as an integral of the Coulomb potential v(ri2) = 1/|r12]
and a function g(ris) of the inter-electronic radius ryo

E. = /drlz g(riz)v(riz). (1)

The function g(ris) is called transition pair correlation
function (PCF). It can be explicitly given by
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and corresponds to the Fourier transform of the transi-
tion structure factor S(q), recently studied in Refs. [13,
14]. The indices i, j and a, b label occupied and virtual
spatial orbitals, respectively. In the UEG, orbitals cor-
respond to plane waves with respective wave vectors k;,



k; and kg, k. The amplitudes tf};’ are obtained by solv-
ing the underlying amplitude equations on the respective
level of many-electron theory such as second-order per-
turbation theory [15], coupled cluster singles and dou-
bles (CCSD) theory [7, 8|, the random-phase approxima-
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where Aflj; = €; + € — €4 — €p are the one-electron en-
ergy differences in the Hartree-Fock approximation. The
amplitude equation above illustrates that coupled clus-
ter methods perform a resummation of certain diagrams
including particle-hole ring and particle-particle ladder
(ppl) diagrams to infinite order coupling different dia-
grammatic channels. We note that single particle-hole
excitation amplitudes (¢t¢) make no contribution to the
wavefunction and correlation energy of the uniform elec-
tron gas [18]. Given the amplitudes ¢¢? that solve the
above equation we can replace tfjb in Eq. ( ) by the right-
hand-side of Eq. (3) to arrive at a decomposition of the
transition pair correlation function into corresponding di-
agrammatic contributions

gCCSD <r12) —

gdriver(r12) + gring(r12) + gppl(r12) + greSt(I‘lg). (4)

Analogously, the transition structure factor S€CSP(q)

can be decomposed into its diagrammatic contributions.
We note that a similar labeling of terms in the amplitude
equations was employed in Refs. [18-22]. In contrast to
previous work, we perform a decomposition only in one
order of perturbation of the otherwise fully coupled am-
plitudes.

Results. — In the following we will discuss numeri-
cal results of the decomposed pair correlation function
obtained for the UEG. The results shown in Fig. 1(a)
have been computed employing a 54 electron gas sim-
ulation cell at a density corresponding to rs = bag
identical to the system used in Ref. [23]. The ampli-
tudes are expanded in an orbtial basis composed of 1863
plane waves. We first discuss g¥i¥®(ry5), which cap-
tures the second-order correlation energy contribution to
Eq. (1) and exhibits a minimum at r12 = 0. Due to
the employed finite one-electron basis set approximation,
gV (r19) |y, =0 lacks a derivative discontinuity as re-
quired by the cusp condition [24]. In passing we note
that g9V (r15) of a single electron pair can be well ap-
proximated in the complete basis set (CBS) limit at short

tion [1-3] or ladder theory [5, 6]. In coupled cluster dou-
bles theory, the t?jb’s are obtained by solving the recursive
amplitude equations [16, 17] that include all terms also
present in the ring and the ladder approximation
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interelectronic distances using a Slater-type correlation
function, —y~le~7I*12l where « is a parameter that in-
creases with increasing density [23]. In decreasing or-
der of absolute magnitude, the largest contributions to
g“"P(0) originate from g™ (r12), ¢** (r12), gPP!(r12)
and ¢'"8(r15). In contrast to ri; = 0, we find that
the relative contribution of g""(ry3) to g““SP(rys) in-
creases with increasing interelectronic distance, whereas
gPP'(r12) decays to zero rapidly. This observation demon-
strates that the employed decomposition allows for an
analysis of the interelectronic correlation strength and
its dependence on the distance for individual diagram-
matic contributions. We also note that the importance
of ring diagrams for the correlation energy at large in-
terelectronic distances is known and of particular signifi-
cance to the correct description of dispersion interactions
in semiconductors using the RPA [10, 11].

We now discuss the convergence of the decomposed
pair correlation function with respect to the employed
orbital basis set. g4"Ve"(ry5) converges slowly to the com-
plete basis set limit. This can be seen from AgdVer(ry,)
as depicted in Fig. 1(b), which corresponds to the differ-
ence of g¥veT(r,) calculated using 1021 and 1863 plane
wave orbitals. This analysis demonstrates that the ppl
term converges at a similar rate albeit with an oppo-
site sign as indicated by Ag¥iver(ry5) and AgPPl(rys) in
Fig. 1(b). Moreover, Ag¥Ver(ry,) and AgPP!(rys) are
largest in magnitude for short interlectronic distances,
illustrating that the increasing basis set is required to
capture short-ranged electronic correlation effects. Note
that other than gdV*'(ry,) and gPP!(ris), the ring di-
agrams converge rapidly with respect to the employed
number of orbitals. Likewise we find that g***(r13) con-
verges significantly faster than g4Ve™(r15) and gPP'(r;s)
and we will not perform a more detailed analysis of this
term in the present work.

Based on the decomposition of the electron pair cor-
relation function introduced above, we now discuss the
corresponding correlation energy contributions and their
convergence to the complete basis set limit. To this
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FIG. 1. (a) Pair correlation function contributions according to Eq. (4) using 1863 plane waves at s = 5ao. (b) Difference
between pair correlation function contributions obtained using 1863 plane waves and 1021 plane waves. (c)—(d) CBS limit
error of corresponding correlation energy contributions retrieved as a function of the plane wave basis set size for densities

corresponding to rs = 1.8 ap and rs = 5 ao, respectively.

end we have estimated the CBS limit reference ener-
gies by employing 1863 virtual orbitals, which provides
sufficiently well converged values for the purpose of the
present discussion. We study an identical simulation cell
to the one described above with a density correspond-
ing to rs = 5ag. In addition we discuss results obtained
for rs = 1.8ag. Figures 1(c) and (d) show the conver-
gence of the basis set incompleteness errors for the de-
composed correlation energy retrieved as a function of
the employed orbital basis set size (AFiver  Apring
AEPP and AE™*). A comparison between Fig. 1(c)
and Fig. 1(d) reveals that the convergence behavior of
most terms is similar for both densities. Only AFE*st
decays to zero in one case from above and in the other
case from below. We find that the slowest decay of the
basis set incompleteness error is observed for AEdriver
and AEPP! in agreement with the discussion of the con-
vergence of the corresponding pair correlation functions
carried out in the paragraph above. AE'M& and AEest
contributions exhibit a rapid convergence.

To better understand the reason for the convergence
behavior of the ring and particle-particle ladder correla-
tion energy contributions with respect to the employed
basis, we perform an analysis of a simplified system. To
this end we consider two electrons in a box with a ho-
mogeneous background charge such that k; = k; = 0,
k, = —k; = q due to momentum conservation and the
Coulomb integrals are vfjb = 47/q?. We separate the
kinetic and the exchange part of one-electron energy dif-
ferences A}, = —(q* 4 42), where the latter is negligible
compared to the kinetic term for large magnitudes of q.
For the amplitudes t‘;jb we use a first-order approximation

that reads t{? ~ —4w/(q* 4+ 7*)?, which corresponds to
the Fourier transform of the Slater-type correlation func-
tion —y~te~7I*12l. Replacing t?f in the expressions for
Sting(q) and SPP!(q) by the above approximation in the
limit of a large simulation cell yields
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Note the duality relation of the terms in brackets: one
is a point-wise product, the other a convolution of the
Coulomb potential with the Slater-type correlation func-
tion. The latter turns into a point-wise product in real
space v~ 'e "2l /|r 5|, which is the Yukawa potential
scaled by 7~! whose Fourier transform is y~'47/(q? +
72). The important consequences of the above analysis
are as follows: (i) the asymptotic behavior of the ring
transition structure factor is lim|q|_ o0 Sring(q) o 1/q®
, while (ii) the ppl transition structure factor decays
as limg| o0 SPPl(q) oc 1/q* only, which is identical to
lim g 00 SUV"(q) o< 1/q*. This explains qualitatively
the observed correlation energy convergence in Fig. 1
for the ring and ppl term with respect to the employed
plane wave basis. Moreover, the above findings indi-
cate that the ppl contribution becomes more important
with decreasing electron density because EPP! oc v~ and
v o 1/rs [25]. The above analysis also shows that the
ppl contribution modifies the first-order coefficient in the
Taylor expansion of g(|riz|) with respect to |ri2| around



TABLE I. CCSD and CCSD-PPL valence electron correla-
tion energies for the Ne atom in mFE},. The CBS limit value is
-315.7mF}, [36]. DZ, TZ and QZ refer to the employed atom-
centered Gaussian basis sets aug-cc-pVXZ (X=D,T and Q).
The MP2 CBS limit energy was computed using a [Q5] ex-
trapolation.

DZ TZ QZ
CCSD -210.15 -274.09 -297.76
CCSD-PPL -308.08 -314.95 -317.27

[ri2| = 0 from above.

We now propose a finite basis set correction method
for coupled cluster theory that is based on the analysis of
the ppl term discussed above. Coupled cluster methods
are becoming increasingly popular to perform ab-initio
studies of solids and surfaces with high accuracy [26-33],
demonstrating significant potential to further expand the
scope of electronic structure theory calculations in; for
example, the field of surface chemistry or the study of
thermodynamic stabilities of solids. However, the un-
derlying computational cost is much larger than that of
the more efficient yet less accurate approximate density
functional theory calculations. The main source of the
computational cost in coupled cluster calculations orig-
inates from the ppl term. Its computational complex-
ity scales as O(N2N2) in a canonical formulation, where
N, and N, are the number of virtual and occupied or-
bitals, respectively. However, Fig. 1 and the discussion
above show that the basis set incompleteness errors of
the second-order correlation and the ppl term are propo-
tional to each other albeit with an opposite sign. This
observation motivates the following approximation to the
CCSD correlation energy in the CBS limit that aims at
accounting for the basis set incompleteness error in the
driver (E¥iver) and ppl (EPP!) term explicitly:

ESCSD_PPL (N)

= ECUP(N) + AET™(N) + AEPP(N), (7)
where

AEdriver(N) _ Edriver(CBS) 7 Edriver(N) ) (8)

AEdriver N
AEPP! (N) = Edv(gv)) EPPY(N). (9)
We refer to the employed orbital basis set size by N.
Edriver (CBS) can in practice be estimated in a compu-
tational efficient manner using basis set extrapolation or
explicit correlation techniques [25, 34, 35].

We now assess the efficiency of the proposed finite ba-
sis set correction to the coupled cluster correlation energy
for ab-initio systems including solids and atoms. All peri-
odic calculations of solids have been performed using the
Vienna ab-initio simulation package (VASP) [37] in the
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FIG. 2. CBS limit errors of CCSD (dashed) and CCSD-PPL
(solid) correlation energies for ab-initio systems with respect
to the number natural orbitals employing 8-atomic supercells.

framework of the projector augmented wave method [38],
interfaced to our coupled cluster code [39] that employs
an automated tensor contraction framework (CTF) [40].
We use natural orbitals to achieve a compact approxi-
mation for the virtual orbital space [41]. Fig. 2 depicts
the coupled cluster singles and doubles correlation en-
ergy convergence for a range of periodic crystals: C (dia-
mond), BN (wurtzite), LiF' (rock-salt) and Si (diamond),
calculated with and without the proposed finite basis set
correction. Our findings unequivocally demonstrate that
the basis set convergence of the coupled cluster singles
and doubles correlation energy is significantly faster in-
cluding the proposed correction compared to uncorrected
CCSD energies. Already 10 natural orbitals per occupied
orbital agree with the CBS limit results to within chem-
ical accuracy (~40meV /atom) for the total energy per
atom as indicated by the region between the dashed hori-
zontal lines. 80 natural orbitals per occupied orbital serve
as the approximate CBS reference in the present work.
In contrast to CCSD-PPL, CCSD requires approximately
30 natural orbitals per occupied orbital to achieve a sim-
ilar level of precision. We stress that a reduction in the
number of virtual orbitals by a factor three, reduces the
computational cost for the ppl term by two orders of
magnitude.

To further assess CCSD-PPL, we have carried out cal-
culations for the Ne atom employing a modified version of
an open-source quantum chemistry code (PSI4 [42]) and
atom-centered Gaussian basis sets. Table I shows that
CCSD-PPL converges rapidly to the CBS limit. Em-
ploying a double-¢ (DZ) basis set yields CCSD-PPL cor-
relation energies that are closer to the CBS limit than
CCSD correlation energies obtained using a quadruple-
¢ (QZ) basis set. Therefore the conclusions drawn from
the uniform electron gas also hold in the atomic limit.
We refer the reader to Ref. [43] for a more extensive in-
vestigation of CCSD-PPL in atoms and molecules and a



comparison to explicitly correlated methods.

Concluding Remarks. — We have presented a diagram-
matic decomposition of the coupled cluster pair correla-
tion function and performed an analysis of the ring and
particle-particle ladder terms. Based on their dual struc-
ture and the observed convergence with respect to the
employed basis, we have introduced an efficient finite
basis set correction that allows for reducing the com-
putational cost of coupled cluster theory calculation in
atoms, molecules and solids substantially. In combina-
tion with the recently proposed finite size corrections [14]
and other techniques [25, 39, 44], this paves the way for a
routine use of coupled cluster theory in electronic struc-
ture calculations of solids and surfaces. However, the
significance of the present work extends far beyond the
proposed basis set correction. Given exact reference re-
sults for the spin-resolved pair correlation function in ab-
initio or model systems that can be obtained using; for
example, full configuration interaction quantum Monte
Carlo [33], the errors in the diagrammatic channels of
approximate many-electron theories can be analysed in
detail, allowing for developing more accurate and bet-
ter balanced truncations to the many body perturbation
expansion of the exact electronic correlation energy. Fi-
nally, we note that the introduced decomposition scheme
can also help developing more efficient embedding and lo-
cal correlation theories, where the decoupling and decay
of interelectronic correlation effects in different diagram-
matic channels plays a crucial role and determines the
accuracy of the employed approximations.
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