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The constrained density functional theory–configuration interaction �CDFT-CI� method has
previously been used to calculate ground-state energies and barrier heights. In this work, it is
examined for use in computing electronic excited states, for the challenging case of conical
intersections. Conical intersections are a prevalent feature of excited electronic surfaces, but
conventional time-dependent density functional theory calculations are found to be entirely
unsatisfactory at describing them, for two small systems. CDFT-CI calculations on those systems are
found to be in qualitative agreement with reference CAS surfaces. These results suggest that with
a suitable definition of atomic populations and a careful choice of constrained states, CDFT-CI could
be the basis for a seamless description of electronic degeneracy. © 2010 American Institute of
Physics. �doi:10.1063/1.3470106�

Time-dependent density functional theory �TD-DFT� is
now well-established as an efficient method to calculate
excited-state energies of many chemical systems, being fre-
quently used to investigate photochemistry and to compute
vertical excitation energies.1–4 The manifold of ground and
excited electronic states for almost all molecular systems is
rife with conical intersections �CIs�—seams of true degen-
eracy between electronic states. These intersections are fre-
quently important for photochemical dynamics, as an inter-
section provides an easy pathway for nonradiative decay, and
CIs are usually quite accessible to photoexcited systems.5

Even on the ground electronic state, and even in cases where
the actual intersection is not energetically accessible, CIs can
still have a dramatic effect on quantum dynamics, as evi-
denced in the phenomenon of geometric phase.5 Over the
entire many-dimensional manifold of states, CIs are actually
quite prevalent, and accurate excited-state or dynamics treat-
ments must account for them.5 Unfortunately, despite its
many successes, TD-DFT completely fails to describe coni-
cal intersections between excited states and the ground state.6

In most cases, TD-DFT only produces one direction of
degeneracy-splitting, and the S1 state frequently has an ill-
behaved �E /�R in the vicinity of the intersection.6 In order to
get a qualitatively correct treatment of CIs, multireference
methods such as complete active space �CAS�, multi-
reference configuration interaction �MRCI�, and CASPT2
must be used.6 Unfortunately, existing multireference treat-
ments are almost universally wave function-based, and the
computationally reasonable methods �such as CAS� have
been shown to give only qualitatively correct descriptions of
multistate energy-surface manifolds;7 more accurate methods
such as MRCI are frequently too expensive for use on real
systems. We have developed a multireference DFT method,
constrained density functional theory–configuration interac-
tion �CDFT-CI�, in previous works;8,9 it has been shown to

be effective at calculating ground-state energies and barrier
heights,10 but its treatment of electronic excited states has yet
to be presented. In this Communication, we present
CDFT-CI as a method for obtaining qualitatively correct
energy-surface manifolds encompassing both ground and ex-
cited electronic states, producing well-behaved conical inter-
sections at appropriate geometries.

CDFT-CI is designed to be a DFT-based method that can
robustly treat systems with both dynamic and static correla-
tion. Existing DFT functionals can perform well for systems
with dynamic correlation, but tend to do poorly when static
correlation is present �such as when multiple near-degenerate
states are accessible�.11–14 Other techniques combining DFT
with configuration interaction have been proposed;15 these
and other related techniques are discussed in relation to
CDFT-CI in our previous work.9,10 CDFT-CI works by intro-
ducing an active space whose states originate from distinct
�constrained� SCF calculations, constructing a CI matrix of
fully ab initio energies and couplings, and diagonalizing that
matrix to obtain energies and coefficient vectors for the adia-
batic states. This explicitly includes static correlation due to
the multireference nature of the eigenstates, and dynamic
correlation is treated through the DFT functional used in the
formation of the basis states. In particular, these states are
produced using the constrained DFT �CDFT� method, which
introduces an additional constraint potential to each state’s
Hamiltonian, enforcing a charge or spin constraint on some
subset of the system of interest.16 The CDFT equations rely
on a partitioning of the system into multiple fragments and a
means for assigning �spin� density to individual atoms.16

For each state i in the CDFT-CI active space, one mini-
mizes the DFT energy subject to the constraint that the av-
erage spin and charge on each fragment take on the values
specified for that state/fragment pair. The CDFT algorithm

enforces the constraint by applying a potential, V̂i�r��, to the
system. A more detailed description of the working equations
is presented in Refs. 16 and 8.a�Electronic mail: kaduk@mit.edu.
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We take the time to note that the integer constraints that
we might naïvely apply to molecular fragments from our
chemical intuition �e.g., N= �1 and S= 1

2 � are not always
reasonable. This can be due to charge- or spin-localized
states that are inherently diffuse, or just to the inability of the
charge model to describe bonded systems. �We recall that the
notion of atomic charge within a molecular system is not
well-defined, so we inherently must use an arbitrary
scheme.17� This leads to a need to modify the given �intui-
tive� constraint values to account for the contribution to the
computed “charge” on one fragment from the density tails of
other fragments. This is accomplished by means of a “pro-
molecule” formalism, in which the fragments of the con-
strained system are treated as independent systems, with in-
teger charge and spin �as prescribed by the integer constraint
values�. A self-consistent converged density is obtained for
each such fragment, and the sum of these fragment densities
is integrated against the charge/spin prescription to deter-
mine the values of N and S that are used in the final calcu-
lation for the constrained state. A more in-depth discussion
of the need for modified constraint values may be found in
Ref. 9.

Once we have obtained a set of CDFT states �using the
corrected N and S�, we can then proceed to construct our CI
matrix and the corresponding nonorthogonal secular equa-
tion,

�
H11 H12 ¯ H1N

H21 H22 H2N

] � ]

HN1 HN2 ¯ HNN

��
c1

c2

]

cN

�
= E�

1 S12 ¯ S1N

S21 1 S2N

] � ]

SN1 SN2 ¯ 1
��

c1

c2

]

cN

� . �1�

The diagonal elements of H are just the energies of the con-
strained states that form the basis for the active space; the
off-diagonal elements are constructed as9,10

Hij = Hji =
Fi + Fj

2
Sij − ��i	

V̂i + V̂j

2
	� j
 , �2�

where �i is the Kohn–Sham determinant for the ith CDFT
state, Fi is the energy of the ith CDFT state in the presence of

the constraining potential V̂i, and Sij is just ��i 	� j
. In the
context of this configuration-interaction calculation, it is very
natural to think of the CDFT states as being diabatic states
and these H12 matrix elements as the diabatic couplings be-
tween them. �Note that these couplings as written are com-
puted in a nonorthogonal basis and are only useful in their
own right after transformation to an orthogonalized basis;
unfortunately, such an orthogonalization does lose some in-
formation about the nature of the diabatic states.� The diaba-
tic nature of the states is a consequence of how they are
formed—they are explicitly constructed to have charge/spin
distributions that are independent of the nuclear configura-
tion.

The CDFT-CI matrix diagonalization thus produces
adiabatic states, and we expect that the true character of the
ground and excited states of the system will be equally well-
represented in them. Both ground and excited states arise
from the same CI diagonalization and are thus treated on an
equal footing. This is in contrast to methods such as TDDFT,
which generate an SCF ground state as a reference state and
then seek to treat excited states as �single� excitations from
that reference.18,19 Such single-reference calculations are par-
ticularly prone to failure in the vicinity of conical intersec-
tions, where the nature of the exact ground state changes
rapidly in a fashion that is very difficult for DFT methods to
reproduce—the procedure for obtaining the DFT ground
state has no mechanism to respond to low-lying excited
states. Furthermore, the response state essentially can only
account for single excitations, and this is frequently insuffi-
cient to describe the full conical nature of the intersection.6

CDFT-CI can fully treat any number of different excitations
provided that the appropriate diabatic states are included in
the configuration interaction. CDFT-CI may even prove su-
perior to methods such as MR-CISD and CASPT2 in provid-
ing a consistent treatment of excited states of different char-
acters, without invoking the extreme computational expense
of coupled-cluster calculations.

We have implemented CDFT-CI in a development ver-
sion of Q-CHEM 3.2;20 the calculations described in this work
were performed using the B3-LYP functional with the cc-
pVDZ basis for water and the 6-31G basis for trihydrogen.
TD-DFT and CAS calculations were performed using
GAUSSIAN 03.21 For the CDFT calculations underlying the
CDFT-CI framework, atomic charges �and thus constraining
potentials� were determined by applying Becke’s multicenter
integration scheme22 against the �spin� density and attribut-
ing the results to the corresponding atomic centers.

The first system we consider is the simplest system to
possess a conical intersection—trihydrogen. An intersection
is symmetry-constrained to occur at all equilateral triangular
geometries; to choose a particular one, we scanned over the
symmetric “breathing” mode to find the lowest-energy such
state. This was found to be at R=1.104 Å for ground-state
B3-LYP, R=1.198 Å for full CI, and R=1.336 Å for CDFT-
CI. The well is rather shallow and depends fairly strongly on
the size of the basis set. We then held fixed two hydrogens on
the y-axis at �R /2 and scanned over the x- and
y-coordinates of the third hydrogen. As shown in Fig. 1,
TD-DFT does locate an intersection of electronic states with
two splitting coordinates �three such intersections, actually!�,
but they are offset from the equilateral geometry and, fur-
thermore, are qualitatively incorrect—the upper state at the
intersection is not conelike, being instead a sharp cusp. For
CDFT-CI, we considered three diabatic states in our CI ma-
trix. In each state, we forced all of the excess spin density to
localize on a single H atom; we did this for each H atom in
turn. Figure 1 shows how the CDFT-CI surfaces meet in a
well-formed dual-lobed cone that mirrors the full CI result.

Like H3, the water system has only three atoms. How-
ever, we now seek an intersection at a �again, symmetry-
constrained� linear geometry. Since we know that a seam of
conical intersections exists at linear geometries,23 we can
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accurately locate an intersection by scanning over symmetric
linear geometries; in this case, we find an intersection at
RO–H=1.484 Å for TD-DFT, RO–H=1.355 Å for CAS�6,9�,
and RO–H=1.355 Å for CDFT-CI. Using this geometry as
the center for our scans over the internal coordinates for the
symmetric stretch and bend, we produce the data plotted in
Fig. 2. Clearly, TD-DFT fails to describe the conical inter-
section, as only one splitting direction is found, instead of
the correct two. The excitation energies away from the inter-
section are also too small �less than 1 eV� for larger R �and
��180°�. The TD-DFT method is not flexible enough to
fully describe the excited state in the vicinity of the intersec-
tion. For CDFT-CI, in constructing our diabatic basis, we
consider an active space of four states; in particular, we can
make a covalent state with the oxygen atom a triplet �S
= �1�, which is paired with a triplet “H2” �s= �1�. We also
include the two ionic states OH− /H+ and H+ /OH− to fill out
the four. The CDFT-CI surfaces meet at a well-defined cone
and smoothly vary away from the intersection; the compari-
son with the CAS surfaces is quite favorable.

We note that attaining the correct qualitative behavior
does rely on some amount of chemical intuition in the selec-
tion of constrained states for the CI matrix. Some prelimi-
nary CDFT-CI calculations on water with the ionic states in
the active space replaced by states with S=0 constraints on
both O and H2 produced a conical intersection at the un-
physical RO–H of 0.94 Å! This active-space dependence is
similar to the behavior of complete active space wave func-
tion methods—a CAS�2,2� calculation on water also finds an
intersection in the vicinity of 0.9 Å, whereas CAS�4,4� is in

the correct area, near 1.4 Å. Poorly chosen active spaces
sometimes fail to yield an intersection at all. Experimenta-
tion and/or prior knowledge of the nature of the states of
interest is needed in order to perform reliable CDFT-CI cal-
culations, but we expect that to some extent this can be
avoided by using a larger active space as can be done with
MCSCF. However, large active spaces have not been neces-
sary for the small systems considered in this work.

We find that CDFT-CI is an effective DFT method for
computing qualitatively correct excited states even for diffi-
cult cases such as the vicinity of conical intersections. This is
a dramatic improvement over TD-DFT, which completely
fails to give a proper description of the intersection �and thus
the surfaces themselves in the vicinity of the intersection�.
We find this to be a very promising result and plan for future
work to assess the quantitative accuracy of CDFT-CI
excited-state energetics against reference wave function-
based calculations. In light of the accuracy of CDFT-CI
ground-state energies and barrier heights,9,10 we think that
the method is very promising for excited states as well. Fu-
ture work should be performed to test the robustness of the
CDFT-CI method to the size of the AO basis set used and the
exchange-correlation functional used for the underlying
CDFT calculations. Deeper questions that remain include the
sensitivity of the method to the mechanism for enforcing the
constraints that define the diabatic states: does the promol-
ecule prescription for modifying the density constraints pro-
duce universally better results than the constraints given
from naïve chemical intuition? The CDFT-CI method also

FIG. 1. Triangular trihydrogen energy manifolds, as computed by �a� TD-
DFT, �b� CDFT-CI, and �c� full CI. Note the different energy scales for
TD-DFT. FIG. 2. Symmetric water energy manifolds, as computed by �a� TD-DFT,

�b� CDFT-CI, and �c� CAS�6,9�.
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makes an additional use of the weight �charge� prescription
that is not present in ordinary CDFT, since it computes off-
diagonal matrix elements of the constraining potential. The
sensitivity of the couplings to the weight prescription should
be further explored. Finally, if the predicted excited-state sur-
faces computed by CDFT-CI prove to be accurate and robust,
it will be useful to implement analytic gradients for the
CDFT-CI states, which will facilitate excited-state dynamics
and the location of minimal-energy conical intersections.

This work was supported by an NSF-CAREER Award
�No. CHE-0547877�. T.V.V. gratefully acknowledges a Pack-
ard Fellowship.
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