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ABSTRACT: A simple combination of density functional theory/
time-dependent density functional theory (DFT/TDDFT) and
configuration interaction is presented to fix the incorrect topology
of the S0−S1 conical intersection (CI) and allow a description of
bond making and bond breaking in photoinduced dynamics. The
proposed TDDFT-1D method includes one lone optimized doubly
excited configuration in addition to the DFT/TDDFT singly excited
states within the context of a large configuration interaction
Hamiltonian. Results for ethylene and stilbene are provided to
demonstrate that this ansatz can yield physically meaningful potential
energy surfaces near S0−S1 avoided crossings without changing the
vertical excitation energies far from the relevant crossings. We also
investigate the famous linear water example to show that the
algorithm calculates the correct topology of the S0−S1 CI and yields the correct geometric phase.

Over the past few decades, conical intersections (CIs)
have emerged as crucial points in configuration space as

they are now understood to play a key role in many ultrafast
and radiationless processes,1−3 as proven through an increasing
number of experimental observations.4−6 To fully understand
chemical dynamics through CIs using computer simulations,
precise electronic structure is clearly required: a small change
in the potential energy surface can substantially affect
dynamical properties.7 Unfortunately, although powerful
approaches are available for small molecular systems, such
methods are expensive and often one cannot construct
reasonable electronic states for large complex systems,
especially near the CIs between the ground state (S0) and
the first excited state (S1) where static correlation is key and
perturbation theory is often impossible. Many widely used
approaches yield incorrect descriptions of the S0−S1 CI seams,
and sometimes even of excited state−excited state seams.8,9

Perhaps the most important question about CIs is the
dimensionality of the CI branching plane. For a system with N
nuclear degrees of freedom (DOF), the CI dimensionality is
almost always N − 2.10 For example, a nonlinear water
molecule has three nuclear DOF, so the CI dimensionality is
one. Thus, if we arbitrarily choose a two-dimensional nuclear
subspace, the intersection between the subspace and the CI
manifold would be a set of discrete points. If one imagines
sitting at a point on the intersection seam, because there are
two vectors perpendicular to the CI manifold and one vector
normal to the arbitrary two-dimensional nuclear subspace,
there will almost always be a total of three independent
directions in a three-dimensional nuclear space through which

one can break the degeneracy of a CI seam. In other words, a
random sampling of a two-dimensional space should imply that
all CI points are completely isolated. A similar statement can
be made for a linear water molecule: the intersection of the CI
manifold with an arbitrary two-dimensional nuclear subspace
should be a set of discrete points.
Unfortunately, in spite of these simple formal arguments,

approaches like DFT/TDDFT are known to predict incorrect
results for the dimensionality of CI seams, as has been
explained clearly before.8,9 Consider a 2 × 2 model
Hamiltonian. In order to find a nuclear geometry with a
degeneracy, two constraints must be satisfied: both the energy
difference and the coupling between the two states must be
zero. However, for DFT/TDDFT, just as for Hartree−Fock
(HF) and CIS/CIS-inspired methods11−19 all except CIS(2),20

the coupling between the ground state and single excitation
states is always (by definition) zero according to the Brillouin
theorem, so that only one constraint needs to be satisfied to
reach a geometry with degenerate states, leading to an
incorrect description of the CI topology: the seam now has
dimension N − 1.
Now, given this grotesque failure of DFT and TDDFT, one

might suspect that computational photophysicists and photo-
chemists would seek alternative approaches. However, DFT
and TDDFT clearly remain the methods of choice for the vast
majority of computational chemists: these methods achieve a
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nice balance between precision and computational cost and
can be remarkably successful as far as simulating electronic
structure, energies and geometries included. Furthermore,
DFT and TDDFT are often the only possible approaches for
analyzing large complex systems and S0−S1 derivative
couplings are available and widely used today.21 For this
reason, rather than abandon DFT/TDDFT, there is an intense
interest nowadays in fixing up the DFT/TDDFT CI problem
without altering the DFT/TDDFT potential energy surfaces
far from the CI seam.22,23 Li et al. suggested that one can
couple the DFT ground state to a TDDFT single by using the
same matrix element as appears in HF-CIS coupling, namely,
(a|f |i), only replacing HF orbitals with Kohn−Sham (KS)
orbitals.23 Shu et al. suggested using two different exchange−
correlation functionals, one for optimizing KS orbitals and one
for constructing the KS Tamm−Dancoff approximation (KS-
TDA) matrix, so that now the couplings between the DFT
ground state and single excitation states are no longer zero.22

More generally, although not in the context of conical
intersections per se, Grimme and Waletzke long ago fashioned
a semiempirical DFT-MRCI algorithm that constructed a
heuristic configuration interaction Hamiltonian by choosing
references of low energy to treat the static correlation problem
in DFT;24 Kraka developed DFT-GVB;25 and Graf̈enstein and
Cremer published some extensions of CAS-DFT.26 Other
approaches for treating static correlation with DFT include
REKS,27 ROKS,28 and indirectly CDFT-CI.29 Evangelista et al.
have also developed OCDFT which minimizes ground- and
excited-state energies variationally over the space of single
Slater determinants using one universal functional and within
the constraint that the ground and excited states must be
orthogonal to each other.30 As most relevant to our research,
Maitra et al. have investigated the possibility of calculating
doubly excited-state energies by dressing the linear response
matrix as if a single doubly configuration were included in a
large configuration interaction Hamiltonian, so that the
frequency dependence of the exchange−correlation kernel
appears.31,32 In so doing, they could investigate one single−
one double mixing (though crossings with the ground state
were not considered). Lastly, if one is prepared to use more
eleborate wave function methods, Gagliardi et al.33 recently
developed a multiconfiguration pair-DFT ansatz by which the
electron kinetic energy and classical electrostatic energy are
calculated from a multiconfiguration self-consistent-field wave
function and then combined with a one-shot inclusion of an
on-top density functional; this approach should also be able to
extract the correct S0−S1 topology.
Clearly, from the list above, there is a great deal of interest in

understanding avoided crossings to the ground state in the
context of DFT/TDDFT. However, even today, propagating
nonadiabatic systems forward in time remains difficult with
crossings from S1 to S0 as there is not yet a consensus on how
to achieve a stable and accurate algorithm that is inexpensive
enough for ab initio DFT/TDDFT dynamics when multi-
reference effects are prevalent.
With this background in mind, in this Letter, we will

investigate yet another approach for merging DFT and
configuration interaction that we feel combines the best
elements of the previous list of algorithms and should be very
helpful for simulating S1 to S0 dynamical processes insofar as
(i) the approach should be able to treat bond-making and
breaking (as in ref 33), at least for a single bond; (ii) the cost
should be very inexpensive (i.e., roughly the cost of TDDFT

alone); and (iii) the approach is simple enough such that
analytic gradients and nonadiabatic couplings will be easily
achievable so that the algorithm can certainly be applied to
photoinduced dynamics (as in ref 23 and 22). Our ansatz is to
utilize the fictitious DFT/TDDFT wave functions in the
framework of a larger configuration interaction Hamiltonian.
The basis for our configuration interaction Hamiltonian
includes the ground-state DFT wave function, the set of single
excitation states (where one electron excited from an occupied
KS spin orbital {i} to a KS virtual orbital {a}), and one doubly
excited configuration (with a pair of electrons excited from a
specific KS spatial orbital h to another specific KS spatial
orbital ):

=
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Henceforth, we will denote the Hamiltonian in eq 1 as the
CIS-1D or TDDFT-1D Hamiltonian. We will show below that
diagonalizing eq 1 yields energies with correct topologies for
S0−S1 CIs, as illustrated by the famous water molecule example
of Levine et al.9 We will also show that our TDDFT-1D ansatz
with KS orbitals does not dramatically change the vertical
excitation energies far from the S0−S1 CI so that eq 1 should
be a strong candidate for simulating both absorption and the
subsequent photoinduced dynamics. Finally, before conclud-
ing, by using the water molecule as an example, we will also
demonstrate that eq 1 is completely consistent with the
geometric phase along a path enclosing a CI in the water
system (also known as the Berry phase34,35).
Theory. To apply configuration interaction as described

above, our initial task is to construct one key doubly excited
state, and ideally this state should aid us in describing bond
breaking. To that end, instead of choosing a double excitation
from the highest occupied molecular orbital (HOMO) to the
lowest unoccupied molecular orbital (LUMO), we choose to
optimize both the occupied molecular orbital (h) and the
virtual molecular orbital ( ) so as to minimize the energy of the

double excitation state |Ψ ⟩̅
̅

hh . In a sense, this unique doubly
excited state resembles the MOM states as constructed by
Gilbert et al.,36 but with less generality: we relax occupied and
v i r t u a l o r b i t a l s s e p a r a t e l y , | ⟩ = ∑ | ⟩=h c ii

N
i1 0

o a n d

| ⟩ = ∑ | ⟩= c aa
N

a1 0
v , so that the doubly excited state is strictly

orthogonal to the original ground state. The related set of
coupled equations (see the Supporting Information for more
details) are

[ − − + − ]| ⟩ = ϵ | ⟩f J K J K h h(2 ) (2 )h h h (2a)

[ + − − − ]| ⟩ = ϵ | ⟩f J K J K(2 ) (2 )h h (2b)

Here f stands for the Fock operator, and ϵp denotes the pth
orbital energy. Jp and Kp represent Coulomb and exchange
operators, respectively. When we work with the exact
Hamiltonian and a set of HF orbitals, we find that the
optimization routine usually requires only a few iterations to
converge.
Let us now discuss the construction of the configuration

interaction Hamiltonian in more detail. With the optimized
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HF orbitals, the elements of the corresponding CIS-1D
Hamiltonian H can be calculated as follows:

⟨Ψ | |Ψ ⟩ =H E0 0 0
HF

(3a)

⟨Ψ | | ⟩ =H S 0j
b

0 (3b)

⟨Ψ | |Ψ ⟩ = |̅
̅H h h( )hh0 (3c)

δ δ⟨ | | ⟩ = + ϵ − ϵ + | − |S H S E jb ai ji ab( ) 2( ) ( )i
a

j
b

a i ij ab0
HF

(3d)

δ δ⟨ | |Ψ ⟩ = [ | − | ]̅
̅S H a h h hi2 ( ) ( )i

a
hh ih a (3e)

⟨Ψ | |Ψ ⟩ = − + + | + |

− | + |
̅
̅

̅
̅H E f f hh hh

hh h h

2 2 ( ) ( )

4( ) 2( )

hh hh hh0
HF

(3f)

In eq 3, we work with noncanonical occupied orbitals, chosen
such that {i, j, ..., h} denote a basis for the occupied space, and
{ }a b, , ..., denote a basis for the virtual space. |Ψ0⟩ and E0

HF

represent the HF ground state and the corresponding
eigenenergy. |Si

a⟩ is a singlet excited state |Ψ ⟩ + |Ψ ⟩̅̅( )/ 2i
a

i
a ,

and |Ψ ⟩̅
̅

hh is the lone double excitation state with a pair of
electrons excited from orbital h to orbital . Only singlet states
are considered in this Letter, but the method can be easily
generalized to include triplet states. (pq|rs) stands for the two-
electron integral ∫ ϕ ϕ ϕ ϕ′ * * ′ ′| − ′|r r r r r rd d ( ) ( ) ( ) ( )p q r sr r

1 of the

spatial orbitals. The total computational expense for diagonal-
izing H in eq 3 is roughly the same as that for a CIS
calculation; the same is true for the case of a DFT/TDDFT
ansatz with KS orbitals (see below).
Equations 3 (and 4 later) are effectively one approach for

performing a CAS-CI calculation, without ever fully optimzing
the orbitals as is standard in a true CASSCF calculation37

(other approaches can be found in refs 38 and 39). By
choosing the h and orbitals variationally at the beginning and
then including all single excitations, we might hope for a
reasonable set of orbitals (as well as excitation energies and
geometries). At the very least, by including the doubly excited
state, one automatically goes beyond Brillouin’s theorem and

recovers the correct dimensionality of an S0−S1 CI.
Furthermore, the procedure above is conceptually rigorous,
insofar as one works with the true Hamiltonian and wave
functions, albeit in a reduced subspace. Nevertheless, our
starting points are still HF and CIS, which are known to offer
very incorrect excitation energies.17,40,41 To do better, one
would like to use DFT/TDDFT instead.42 After all, DFT is a
well-established technique which effectively includes some
local correlation energy by ansatz and should be a better
starting point.
To apply the configuration interaction framework above to

DFT/TDDFT, two assumptions are made here. First, we will
treat the KS orbitals (which describe the fictitious system of
noninteracting electrons) as real orbitals describing a real
system. Very often Kohn−Sham (KS) orbitals mimic HF
orbitals at least qualitatively. Second, we construct the
TDDFT-1D Hamiltonian with KS orbitals in the following
way: by taking the direct coupling (and ignoring all exchange
effects) between (i) the ground state and the doubly excited
state, as well as between (ii) all the singly excited states and the
doubly excited state:

⟨Ψ | |Ψ ⟩ =H E0
KS

0
DFT

(4a)

⟨Ψ | | ⟩ =H S 0j
b

0
KS

(4b)

⟨Ψ | |Ψ ⟩ = |̅
̅H h h( )hh0

KS
(4c)

∫
δ δ

ϕ ϕ ϕ ϕ

⟨ | | ⟩ = + ϵ − ϵ + |

+ ′ * ′ * ′ ′

S H S E jb ai

fr r r r r r r r

( ) 2( )

d d ( ) ( ) ( , ) ( ) ( )

i
a

j
b

a i ij ab

j i xc a b

KS DFT

(4d)

δ δ⟨ | |Ψ ⟩ = [ | − | ]̅
̅S H a h h hi2 ( ) ( )i

a
hh ih a

KS
(4e)

∫

∑ ∑

ρ ρ

⟨Ψ | |Ψ ⟩ = ϵ + |

+ [ ] +

̅
̅

̅
̅

= ··· − = ··· −
H pp qq

E Vr r r

2 2 ( )

d ( ) ( )

hh hh
p h

p
p q h

KS

1, , 1, , 1, , 1,

xc d xc d (4f)

Here we use the same notation as before, but the orbitals are
now the optimized Kohn−Sham orbitals (OKSOs) instead of

Figure 1. Results of (a) ethylene and (b) stilbene. Blue, red, and green solid lines represent S0, S1, and S2 CIS-1D energies, respectively. The HF
ground-state energy (blue circle), the lowest CIS excited-state energy (red circle), and the lone doubly excited-state energy (greeen circle) are also
included. Note that, especially for stilbene, the ground-state energy changes strongly only near the S0−S1 crossing.
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the optimized Hartree−Fock orbitals (OHFO). EDFT denotes
the DFT energy. Exc[ρ] is the exchange−correlation functional
of the electron density ρ, δ ρ δρ= [ ]V Er r( ) / ( )xc xc , and

δ ρ δρ δρ′ = [ ] ′f Er r r r( , ) / ( ) ( )xc xc is evaluated at the ground-
state density in the static limit.43,44 ρd stands for the electron
density corresponding to the double excitation state, with a
pair of electrons being excited from orbital h to orbital .
A few key points should be emphasized here: (i) Equation

4d has exactly the same form as eq 3d except for the fact that
the exchange two-electron term has now been replaced with
the DFT exchange−correlated functional; eq 4d is the standard
linear response tensor for TDDFT within the TDA,45 which
often yields good excitation energies for molecular systems, i.e.,
better excitation energies than CIS. (ii) For the doubly excited
state, the energy is constructed intuitively in the same way as
the DFT energy, but with ρd as the input. Because we use the
raw couplings between the ground state and the single
excitation states in eq 3c (as well as between the ground state
and the double excitation state in eq 3e), we computationally
avoid the dilemma of whether to use ρ and ρd when coupling
the fictitious KS wave function to the fictitious single/double
wave functions. It is possible, however, that in the future we
will find it prudent to scale the raw couplings by some
empirical factor. (iii) In practice, the optimization of the DFT
|h⟩ and | ⟩ orbitals is faster than for the case of the HF orbitals,
and the optimization changes the energy less dramatically,
confirming the well-known fact that DFT orbitals are more
physically meaningful than HF orbitals (see the Supporting
Information).
Results: Ethylene and Stilbene. In Figure 1, we plot results for

ethylene and stilbene, where we calculate the CIS-1D energies
using the OHFOs. S0, S1, and S2 energies are shown in blue,
red, and green solid lines, respectively. For comparison, the HF
ground-state energy (blue circle), the lowest CIS-state energy
(red circle), and the lone doubly excited-state energy (green
circle) are also plotted. Note that the CIS-1D S1 energy is
superimposed with the lowest CIS excited-state energy, from
which we must conclude that the coupling between the single
excitation states and the lone double excitation state is weak.
The most important feature to notice in Figure 1 is that

inclusion of the lone double lowers the S0 energy at the
crossing for both ethylene and stilbene, but the effect is not
large far from the S0−S1 crossing; this statement is true
especially for stilbene. In this sense, the CIS-1D method will
rely on the fact that truncated configuration interaction
methods with doubles are not size-consistent: the energy
correction does not grow linearly with the system size. As such,
the correction should be large only when there is a possibility
of strong static correlation, e.g. as we expect at an avoided
crossing when two configurations have large occupation. In
general, one hopes that the effect of including a double will be
apparent only near an S0−S1 crossing for larger and larger
molecules (with larger and larger configuration interaction
Hamiltonians).
Now, the hope of the present method is that with better

orbitals and a better treatment of short-range interaction,
TDDFT-1D can perform even better than CIS-1D for systems
with rich photophysics, such as ethylene and stilbene. To that
end, in Figure 2, we present B3LYP results for ethylene and
stilbene for the exact same geometries and offer both accurate
energies as well as good crossing geometries. Notice that the
potential energy surface around θ = π/2 for S0 is still
reasonably smooth (there are tiny drops in energy on the order
of 0.01 eV very close to θ = π/2), which should allow for
TDDFT-1D dynamics. Equally important, notice again that,
compared with DFT/TDDFT results, TDDFT-1D excitation
energies do not change much far from the crossing at θ = π/2,
especially for the larger stilbene system. Again, the same
argument about size inconsistency as discussed above applies
here. Altogether, this set of data suggests that a TDDFT-1D
approach has the strong potential to allow for nonadiabatic
simulations of photochemical dynamics with S1 to S2
transitions, while retaining the successes of DFT/TDDFT as
far as simulating experimental absorption spectra. Obviously, a
great deal of further benchmarking will be necessary to
strengthen and/or confirm this prediction.
Dimensionality of the CI Branching Plane. Having investigated

S0−S1 crossings, we next focus our attention to the topology of
a S0−S1 CI. We focus on the famous water example as studied
by Levine et al.9 We fix one oxygen atom and one hydrogen

Figure 2. Results of (a) ethylene and (b) stilbene. Blue, red, and green solid lines represent S0, S1, and S2 TDDFT-1D B3LYP energies, respectively.
The DFT ground-state energy (red circle), the first TDDFT excited-state energy (blue circle), and the one double excitation state energy (green
circle) are also included. Notice again that, especially for stilbene, the ground-state energy does not change very much except near the S0−S1
crossing.
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atom with a distance 0.96 Å between them and displace the
second hydrogen atom in a two-dimensional plane with
coordinates (hx,hy). For both linear and nonlinear water
molecules, within an arbitrary two-dimensional nuclear sub-
space, the CI manifold should be just a set of discrete points.
However, as shown in Figure 3a and ref 9, DFT/TDDFT
calculations predict a linear intersection as found by Levine et
al.9 Moreover, the DFT energy is larger than the TDDFT
energy for hx > −1.650 Å. By comparison, as shown in Figure
3b, TDDFT-1D shows the correct topology: the putative CI is
at (−1.6526, 0) with an energy gap less than 0.001 eV in this
case. (Converging the electronic structure exactly on the line
(hx, 0) is difficult with DFT/TDDFT, but DFT is stable and
the algorithm converges with even the smallest displacement
from y = 0.)
Finally, to verify that the putative CI in Figure 3 is truly a CI,

we investigate whether there would be a sign change (i.e.,
geometric phase) for the electronic wave function as one
traverses a closed path rounding the putative CI in Figure 3.
The geometric phase γ is evaluated by integrating the
derivative coupling ≡ ⟨Ψ |∇ |Ψ ⟩d R R R( ) ( ) ( )R01 0 1 along a
trajectory C enclosing the CI

∮γ ≃ ·d Rd
C

01 (5)

We move one of the hydrogen atoms around in a circular
trajectory surrounding the crossing for a set of different radii
(results shown in Figure 4, set radius as 3 × 10−4 Å). At each
point on the trajectory, the derivative coupling is evaluated by
utilizing the finite difference method (a step size of 5 × 10−6 Å
is used). Because for a real Hamiltonian there are only two
choices for each eigenstates (+ or − ), we use the condition
⟨Ψ + |Ψ ⟩ ∼R R R( d ) ( ) 1i i to fix the phase of each wave
function of each point assuming the distance dR between
two points along the path is small. (Indeed, an arbitrary phase
eiγ′(R) on top of the wave function does not change the
topological invariance of γ;34 therefore, we can consider only
the real eigenstates of H, and enforcing continuity of the wave
function along a path is obvious.) After the alignment, we can
investigate the overlap between the electronic ground state at
the starting point |Ψ0(ri)⟩ and all other points. We observe that
⟨Ψ |Ψ ⟩ ∼ −r r( ) ( ) 10 i 0 f (the subscripts i and f represent initial
and final, respectively) as shown in Figure 4a, proving that
there are odd numbers of CIs enclosed within the circle path
(while also demonstrating that one can ignore the effect of S2
or higher electronic states on the S0−S1 CI). The two-

Figure 3. Results for the water molecule with (a) a DFT/TDDFT calculation and (b) a CIS-1D with OKSO. Notice that on the left, the S0−S1
crossing is a line, whereas, on the right, one finds the correct conical topology for the S0−S1 CI.

Figure 4. Results of the water molecule. (a) The overlap of the wave function between (i) the initial point (with angle θ = 0) and (ii) all other
points along the circle trajectory (0 < θ ≤ 2π). (b) The derivative coupling along the circle path has the correct structure as one would expect for a
linear coupling Hamiltonian with a CI at x = y = 0.
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dimensional derivative coupling results are provided in Figure
4b, and the corresponding numerical value of the geometric
phase by evaluating the line integral along the path is 3.1415,
which confirms that an odd number of CIs exist within the
circle path.
Conclusions. Guided by a desire (i) to allow for breaking a

single bond while also (ii) fixing the failure of DFT/TDDFT
to recover the correct S0−S1 topology, we have introduced a
simple configuration interaction scheme incorporating the
fictitious DFT and TDDFT wave function into a slightly larger
effective Hamiltonian; this TDDFT-1D effective Hamiltonian

includes one lone double excitation state, |Ψ ⟩̅
̅

hh , where h and
are chosen variationally, but so far, in practice, they are close to
the HOMO and LUMO wave functions. With such a simple
ansatz, one can effectively recover a simple CAS-CI(2,2) wave
function where the active orbitals are the HOMO and LUMO,
and by including the set of single excitations, ideally one would
hope that results will be not far from MRCIS results.46

Furthermore, one should be able to model breaking and
making a single shared electronic bond while ideally keeping
the accuracy of DFT/TDDFT excitation energies. Lastly, by
diagonalizing the TDDFT-1D Hamiltonian, one can also
recover the correct S0−S1 topology, so that photochemical
dynamics should be describable with this method. Overall,
while TDDFT-1D will certainly not be as general or accurate
as other modern approaches for merging DFT pair correlation
energies with CAS wave functions,33 and we have not
attempted to justify our use of TDDFT wave functions or
demonstrated that we do not double-count energies, our
instinct is that adding a lone double can provide an inexpensive
balance between CAS(2,2) avoided crossing topologies and
vertical DFT/TDDFT excitation energies (that are accurate
enough). Only time will tell. Given our outstanding goal of
simulating photochemical dynamics, the next step forward will
be to build gradients and derivative couplings (which should
be straightforward to extract by design) and assess the
performance of this CIS-1D/TDDFT-1D formalism.
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