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We analyze four ways of formulating the Kohn-Sham (KS) density functionals with a fractional
number of electrons, through extending the constrained search space from the Kohn-Sham and the
generalized Kohn-Sham (GKS) non-interacting v-representable density domain for integer systems
to four different sets of densities for fractional systems. In particular, these density sets are (I) ensem-
ble interacting N-representable densities, (II) ensemble non-interacting N-representable densities,
(III) non-interacting densities by the Janak construction, and (IV) non-interacting densities whose
composing orbitals satisfy the Aufbau occupation principle. By proving the equivalence of the under-
lying first order reduced density matrices associated with these densities, we show that sets (I), (II),
and (III) are equivalent, and all reduce to the Janak construction. Moreover, for functionals with the
ensemble v-representable assumption at the minimizer, (III) reduces to (IV) and thus justifies the
previous use of the Aufbau protocol within the (G)KS framework in the study of the ground state
of fractional electron systems, as defined in the grand canonical ensemble at zero temperature. By
further analyzing the Aufbau solution for different density functional approximations (DFAs) in the
(G)KS scheme, we rigorously prove that there can be one and only one fractional occupation for
the Hartree Fock functional, while there can be multiple fractional occupations for general DFAs in
the presence of degeneracy. This has been confirmed by numerical calculations using the local den-
sity approximation as a representative of general DFAs. This work thus clarifies important issues on
density functional theory calculations for fractional electron systems. Published by AIP Publishing.
[http://dx.doi.org/10.1063/1.4982951]

I. INTRODUCTION

With fifty years of development and successful applica-
tions to various fields, the Kohn-Sham density functional the-
ory (KS-DFT)1 has become the most widely used theoretical
method for electronic structure calculations.

Despite its popularity in applications, the most famous
approximate functionals within the Kohn-Sham or generalized
Kohn-Sham (GKS) (called Hartree-Fock Kohn-Sham previ-
ously)2 framework have been known to suffer from intrinsic
errors,3 many of which have been shown to be related to the
violation of exact conditions on fractional charges and frac-
tional spins.4–13 The consequences of the fractional charge
error include wrong band gap predictions, inaccurate reaction
barriers, inaccurate molecular dissociation limit, and wrong
charge transfers.4,5

In the study of fractional system energies as a function of
the electron number N, or E vs N curve, as was first carried
out in Refs. 4 and 5, the ground state energy of a fractional-
charge system is obtained by minimizing the functional of
the non-interacting density in a KS calculation or first order
reduced density matrix (1-RDM) in a GKS calculation that

a)jianfeng@math.duke.edu
b)weitao.yang@duke.edu

follows the Aufbau protocol, i.e., the composing orbitals are
fractionally occupied at the Fermi level (or frontier level), fully
occupied below, and empty above. Note that this prescribes the
structure of the non-interacting density or 1-RDM at the solu-
tion; it assumes that by performing minimization over such
non-interacting densities or 1-RDMs for the exact functional,
one can obtain the exact density and energy for the corre-
sponding fractional system. While it is physically motivated
and leads to all the useful insights, it has not been proved
that this Aufbau implementation is consistent with the exact
density functional formulation for fractional electron systems
established by Perdew, Parr, Levy and Balduz (PPLB) in the
1980s,14 where the functional of the electron density has been
defined through a constrained search over many-body grand
canonical ensemble density matrices at zero temperature that
deliver the density. In particular, it is not clear how the PPLB
ground state is connected to the Aufbau solution.

In this paper, we will prove that for functionals with the
ensemble v-representable assumption at the minimizer, the
Aufbau construction is equivalent to searching over the den-
sities that come from an ensemble of determinantal (i.e., KS)
wavefunctions (denoted as Ens-KS) and is also equivalent to
searching over the PPLB density domain. Therefore we justify
that (under the same assumption) for the exact functional for-
mulated in the (G)KS manner, the Aufbau protocol faithfully
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http://dx.doi.org/10.1063/1.4982951
http://dx.doi.org/10.1063/1.4982951
http://dx.doi.org/10.1063/1.4982951
mailto:jianfeng@math.duke.edu
mailto:weitao.yang@duke.edu
http://crossmark.crossref.org/dialog/?doi=10.1063/1.4982951&domain=pdf&date_stamp=2017-06-05


214109-2 Li, Lu, and Yang J. Chem. Phys. 146, 214109 (2017)

conducts the Ens-KS or PPLB formulation and delivers the
right ground state solution of the fractional electron system.
As a corollary, for a density functional approximation (DFA)
in the (G)KS scheme, calculations using the Aufbau protocol,
as previously performed, deliver the Ens-KS or PPLB solution
of that DFA for a fractional number of electrons.

The rest of the paper is structured as follows. In
Section II we will review the density functional theory devel-
opment and introduce four search spaces (sets) of extending
the (generalized) Kohn-Sham density domain to allow for frac-
tional electron systems. These sets are the ensemble interact-
ing N-representable set (PPLB), the ensemble non-interacting
N-representable set (Ens-KS), the Janak set (non-interacting
densities by the Janak construction), and the Aufbau set (non-
interacting densities whose composing orbitals satisfy the
Aufbau occupation principle). In Sections III and IV, we will
prove that the PPLB, Ens-KS, and Janak sets are all equivalent
through showing the equivalence of the underlying sets of 1-
RDMs. Moreover, under the assumption that the minimizing
1-RDM within the Janak set is ensemble v-representable, the
Janak construction reduces to the Aufbau construction. As a
result, the Aufbau construction can deliver the PPLB solution.
In Section V we will further analyze the structure of the Auf-
bau solution for different DFAs and finally close with some
concluding remarks. In Secs. II–V, we will use the symbol Ω
to describe the set of densities, while we use D for the set
of 1-RDMs and D for the set of many-body density matrices.
Moreover, we will denote k for an integer number of electrons,
to be distinguished from general N (could be integer as well
as fractional) electron systems.

II. EXACT DENSITY FUNCTIONAL IN PURSUIT
AND APPROXIMATIONS IN PRACTICE
A. Integer k-electron systems

Kohn-Sham density functional theory has been estab-
lished by the existence theorem of Hohenberg and Kohn
(HK)15 and the variational formalism by Kohn and Sham1

since 1960s. In particular, given an external potential v(r),
Kohn-Sham (KS) assumes that the minimizing density that is
interacting v-representable is simultaneously non-interacting
v-representable, so that it can come from a single Slater
determinant, corresponding to the ground state of a ficti-
tious non-interacting system with some local potential vs(r)
(different from the external potential v(r) of the interact-
ing system). Therefore its variational search space (domain),
ΩKS, is the intersection of interacting v-representable densi-
ties and non-interacting v-representable densities with local
potential.16 In practice, however, given an N electron sys-
tem (N = k), the variational procedure is carried out over the
non-interacting N-representable (determinantal) densities,Ωk

S ,
with the assumption that the minimizer is in ΩKS,

EKS(k) = min
ρ∈ΩKS

EKS[ρ] = min
ρ∈Ωk

S

EKS[ρ]. (1)

Here Ωk
S is structured as follows:

Ω
k
S =

{
ρ

���ρ comes from γ ∈ Dk
S

}
, (2)

where Dk
S is the set of determinantal 1-RDMs,

Dk
S =

{
γ =

k∑
i=1

|ψi〉〈ψi |
��� 〈ψi |ψj〉 = δij

}
, (3)

with ψi’s being spin-orbitals. The density functional EKS[ρ],
either the exact one or a DFA, is written in terms of the Kohn-
Sham decomposition,

EKS[ρ] = Ts[ρ] + Vex[ρ] + J[ρ] + Exc[ρ]. (4)

Here, T s is the non-interacting kinetic energy, which reads

Ts[ρ] = min
Dk

S 3γ→ρ
tr(−

1
2
∇

2γ)

= min
Dk

S 3γ→ρ

∫
−

1
2
∇2

r′γ(r′σ, rσ)���r′=r
drdσ, (5)

with r and σ being the spatial and spin variables, respectively.
V ex is the external potential energy,

Vex[ρ] =
∫
ρ(r)v(r)dr. (6)

J is the classical Coulomb (Hartree) energy, given by

J[ρ] =
1
2

∫ ∫
ρ(r)ρ(r′)
|r − r′ |

drdr′. (7)

Finally, Exc is the exchange correlation energy, whose exact
form is defined by

Eexact
xc [ρ] = Eexact[ρ] − Ts[ρ] − Vex[ρ] − J[ρ]. (8)

Here Eexact[ρ] can be given by the HK definition if the density
is v-representable or by the constrained search definition (as
will be given below) for general N-representable densities. In
practical calculations, Exc has been approximated by DFAs. In
particular, if Exc is approximated by an explicit functional of
ρ(r), it corresponds to the conventional KS functional; if Exc is
approximated by an implicit functional of ρ(r), it corresponds
to the optimized effective potential (OEP) functional.

In the generalized Kohn-Sham scheme, EDFA
xc is extended

to explicit functionals of non-interacting 1-RDM, while the
total energy EDFA = Ts + Vex + J + EDFA

xc can still be thought
of as an implicit functional of ρ(r) (see the argument below),
and the variational density domain is extended to Ωk

GKS, the
intersection of (A) interacting v-representable densities and
(B) non-interacting non-local v-representable densities. Note
that (B) is a subset of Ωk

S by definition. Moreover, we can
show that they are equivalent. This is because given any den-
sity ρ in Ωk

S which comes from det(ψ1,ψ2, . . . ,ψk), one can
define an effective Hamiltonian hs =

∑∞
i=1 εk |ψk〉〈ψk |, with

ε1 < ε2 < · · · . It follows that one can formally define non-local
v(r, r′) = 〈r|hs |r′〉 − 〈r|t |r′〉, where t is the one-electron kinetic
energy operator, so that the non-interacting system with this
potential yields ground state density ρ, suggesting that ρ is
also in (B), so that set (B) is the same as Ωk

S . Similar argu-
ments apply to 1-RDMs, where one can show that the set of
non-interacting non-local v-representable 1-RDMs is the same
as Dk

S .
To see that EDFA as an explicit functional of non-

interacting γ can be linked to an implicit functional of ρ, we
can introduce the following constrained search:

EDFA[ρ] = min
γ→ρ∈Ωk

GKS

EDFA[γ]. (9)
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Let the domain of γ be Dk
GKS =

{
γ

���ργ ∈ Ω
k
GKS

}
, where ργ(r)

=
∑
σ γ(rσ, rσ). It follows that

EDFA
GKS(k) = min

ρ∈Ωk
GKS

EDFA[ρ] = min
ρ∈Ωk

GKS

min
γ→ρ

EDFA[γ]

= min
γ∈Dk

GKS

EDFA[γ]. (10)

Therefore, minimizing the functional as an implicit functional
of ρ delivers the same result as minimizing as an explicit func-
tional of non-interacting γ, while the latter way is implemented
in practice. Moreover, as in KS, we enlarge the variational
search space from Ωk

GKS (the intersection of v-representable
densities andΩk

S) or Dk
GKS (the intersection of v-representable

1-RDMs and Dk
S) to Ωk

S or Dk
S , with the assumption that the

minimizer withinΩk
S or Dk

S is also interacting v-representable,
i.e.,

EDFA
GKS(k) = min

ρ∈Ωk
GKS

EDFA[ρ] = min
ρ∈Ωk

S

EDFA[ρ], (11)

which is equivalent as

EDFA
GKS(k) = min

γ∈Dk
GKS

EDFA[γ] = min
γ∈Dk

S

EDFA[γ]. (12)

Here the second equalities in Eqs. (11) and (12) are due to the
above assumption. As a remark, when EDFA

xc is an explicit func-
tional of ρ, it is still valid to perform the minimization in the
GKS scheme, which can be reduced to KS. In the case of EDFA

xc
being an implicit functional of ρ, optimization within KS is
equivalent to OEP, which requires the minimizing density to be
local v-representable. OEP calculations lead to slightly higher
energies compared with the GKS calculations because of the
smaller variational space due to the local potential restriction.
In the following, our discussions on DFAs will focus on the
minimization in the GKS scheme.

In the GKS scheme for an integer number of electrons,
the density minimization has been transformed into the mini-
mization over the orbitals composing a Slater determinant, and
the minimizer corresponds to a GKS non-interacting reference
system with possible non-local potential. Although nicely for-
mulated as a computational procedure, the GKS domain has
been shown to be non-convex (initially shown for KS but also
applicable to GKS), an undesirable feature that is problematic
especially in the case of degenerate ground state densities.16

To have a better formulation of the functional on a nicely char-
acterized convex set, in the late 1970s, Levy and subsequently
Lieb extended the Kohn-Sham domain to the pure-state N-
representable densities, Ωk

P, and defined the exact functional
through a constrained search formulation.16,17 In particular,
the Levy-Lieb functional reads

Epure
exact[ρ] = min

Ψ→ρ
〈Ψ|T̂ + V̂ee |Ψ〉 +

∫
ρ(r)v(r)dr. (13)

Here T̂ and V̂ee are the many-body kinetic and electron-
electron repulsion energy operators, respectively. The Levy
functional expression is not convex with respect to ρ, while
Lieb modified the Levy-Lieb constrained search and defined
a convex functional through Legendre transform.16 Sub-
sequently, Valone extended it to canonical ensemble N-
representable densities with an integer number of electrons.18

B. Fractional N-electron systems

The Levy-Lieb domain is valid only for integer electron
systems. Yet it can be further extended to allow densities that
integrate to a noninteger number of electrons and therefore
extending the DFT formulation to fractional electron systems,
for example, open systems that can share electrons with other
systems. This is in contrast to wavefunction theory within the
Hilbert space that can only be defined for integer systems. The
extension of DFT to a fractional number of electrons was made
later in the 1980s by the work of Perdew, Parr, Levy, and Balduz
(PPLB),14 where the constrained search was extended to grand
canonical ensemble density matrices rather than pure state
wavefunctions, and the search space of the electron density is
the ensemble N-representable densities, ΩN

P . In particular, for
any N, either integer or fractional, the total electronic energy
functional can be defined as

Eens
exact[ρ] = min

Γ→ρ
tr
(
(T̂ + V̂ee)Γ

)
+
∫
ρ(r)v(r)dr, (14)

where Γ is the many-body ensemble N-representable density
matrix, i.e., a statistical mixture of pure states of different elec-
tron numbers, which delivers the average electron number N
(this will be defined more explicitly later in Eq. (28)). The total
energy of the system is then given by

Eexact(N) = min
ρ∈ΩN

P

Eens
exact[ρ]. (15)

With density functional approximations, we have

EDFA(N) = min
ρ∈ΩN

P

EDFA[ρ]. (16)

Now if Eq. (11) is the GKS realization of the constrained
search formula of Eq. (13) for practical calculations for integer
systems, it is straightforward to formulate the GKS realization
of Eq. (14) for fractional systems through extending the search
space Ωk

S to ΩN
S ,

EDFA
GKS(N) = min

ρ∈ΩN
GKS

EDFA[ρ] = min
ρ∈ΩN

S

EDFA[ρ]. (17)

Here ΩN
GKS is the extension of Ωk

GKS, which is not particularly
interesting to us and its details are omitted. A more interesting
set isΩN

S , the set of ensemble non-interacting N-representable
densities, i.e., densities coming from an ensemble of deter-
minants of different electron numbers. Again, the ensemble
v-representability at the minimizer of ΩN

S is assumed in the
second equality of Eq. (17).

The search space of ΩN
S has clear physics, however, it is

not convenient to be directly used for practical calculations
because the set is too implicit in terms of how the densities are
structured. Instead, what is often implemented4,5 is the Aufbau
construction, given by

EDFA
Aufbau(N) = min

ρ∈ΩN
A

EDFA[ρ], (18)

where
Ω

N
A =

{
ρ

���ρ comes from γ ∈ DN
A

}
, (19)

with

DN
A =

{
γ =

∞∑
i=1

ni |ψi〉〈ψi |
��� 〈ψi |ψj〉 = δij

}
, (20)
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and the occupation numbers ni follow the Aufbau protocol,
i.e., the orbitals are fractionally occupied at the Fermi level ε f ,
fully occupied below, and empty above,

ni =




1, ε i < ε f ,
nf

i , ε i = ε f ,
0, ε i > ε f .

(21)

Here ε i’s are GKS orbital energies, i.e., the eigenvalues of the
GKS effective Hamiltonian, and 0 6 nf

i 6 1. As a remark, ρ
in the Aufbau domain can be thought of as coming from an
ensemble of determinants. In particular, in the case of only
one fractional occupation, Eq. (21) implies two determinants,
det(ψ1,ψ2, . . . ,ψ[N]) and det(ψ1,ψ2, . . . ,ψ[N]+1), with the lin-
ear combination coefficients being [N] + 1 � N and N � [N],
respectively, with [N] being the largest integer no greater than
N. In the case of multiple fractional occupations, one can
construct the corresponding determinants similarly.

In fact, as a more general formulation, one can introduce
another way of fractional formulation of functionals (let us call
it the Janak construction),

EDFA
Janak(N) = min

ρ∈ΩN
J

EDFA[ρ], (22)

where ΩN
J is the set of densities associated with canonical

1-RDMs by the Janak construction, given by

Ω
N
J =

{
ρ

���ρ comes from γ ∈ DN
J

}
, (23)

with

DN
J =

{
γ =

∞∑
i=1

ni |ψi〉〈ψi |
��� 〈ψi |ψj〉 = δij

}
, (24)

and the occupation numbers satisfy

0 6 ni 6 1,
∞∑

i=1

ni = N . (25)

The above four ways (Eqs. (16)–(18) and (22)) of frac-
tional formulations of GKS differ only in the constrained
search space, namely, ΩN

P , ΩN
S , ΩN

A , and ΩN
J . It is not imme-

diately clear how the four spaces are related and thus how the
four formulations for fractional systems are connected. To the
best of our knowledge, this has never been explored in the
previous literature and is the main contribution of the present
paper. Here we note that although some of the conclusions in
the present paper can be applied to density functional theory
in the constrained search formulation without invoking GKS,
we will focus on extending the generalized Kohn-Sham DFT
using DFAs because the latter provides us with a framework
for practical calculations and is most relevant to applications.

In Secs. III and IV, we will show that the sets ΩN
P , ΩN

S ,
and ΩN

J are completely equivalent; therefore, the correspond-
ing fractional formulation is the same as the Janak con-
struction. Moreover, the Janak construction reduces to the
Aufbau construction for general differentiable density func-
tionals in the GKS scheme with the ensemble v-representable
assumption at the minimizer.

III. EQUIVALENCE PROOFS

To prove the equivalence of the sets of densities, it suffices
to prove the equivalence of the underlying 1-RDM sets that

deliver the density sets. In Subsection III A, we will introduce
the underlying 1-RDM sets forΩN

P andΩN
S , denoted by DN

P and
DN

S (see Eqs. (30) and (31)), respectively, and then prove that
DN

P = DN
S = DN

J , and DN
J collapses into DN

A once we perform
the energy minimization with respect to the non-interacting
1-RDM, so that the corresponding density set ΩN

J reduces to
ΩN

A .
Here we note that although in the practical calcula-

tions the spin-DFT has been implemented, i.e., treating EDFA

= EDFA[γα(r, r′), γβ(r, r′)], here for the simplicity of discus-
sion and notations, we first focus on the simple case of EDFA

= EDFA[γ(x, x′)] (x ≡ rσ is the combined spatial and spin
variable) to draw a conclusion and then prove in Section IV
that this conclusion is also applicable to spin-DFT. Moreover,
by replacing x by r, the conclusion in this section automatically
holds for the spatial 1-RDM of a specific spin in the absence
of the other spin.

A. Set equivalence of DN
P , DN

S , and DN
J

We start with the definition of DN
P , the set of ensemble

N-representable 1-RDMs. In fact, for any integer k, the set
of many-body ensemble k-representable density matrices has
been known and defined by the convex combinations of pure
state k-representable density matrices,19

Dk =



∞∑
i=1

miΓ(Ψ(k)
i ) ��Ψ(k)

i ∈ H
(k),

0 6 mi 6 1,
∞∑

i=1

mi = 1



. (26)

Here H(k) is the set of antisymmetric wavefunctions of k
electrons, and Γ(Ψ(k)

i )(xk , (xk)′)=Ψ(k)
i (xk)[Ψ(k)

i ((xk)′)]∗ is the
many-body density matrix corresponding to the pure state
Ψ

(k)
i (xk)≡Ψ(k)

i (x1, x2, . . . , xk). For k = 0, H(0) denotes the
Hilbert space for the vacuum state. For each Γk ∈Dk , the
corresponding 1-RDM is given by

γk(x, x′) = k
∫
Γk(x, x2, . . . , xk ; x′, x2, . . . , xk)

× dx2dx3 · · · dxk . (27)

We then denote the set of all possible γk’s, i.e., the ensemble
k-representable 1-RDMs as Dk

P.
For a fractional number N, now we define the set of ensem-

ble N-representable density matrices within the Fock space as
the direct sum of ensemble k-representable density matrices,

DN =
{ ∞⊕

k=0

nkΓk
�� Γk ∈ Dk

}
, (28)

where the combination coefficients satisfy

0 6 nk 6 1,
∞∑

k=0

nk = 1,
∞∑

k=0

knk = N . (29)

Moreover, we define the set of ensemble N-representable
1-RDMs as the convex combinations of the corresponding
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integer 1-RDMs,

DN
P =

{
γ =

∞∑
k=0

nkγk
�� γk ∈ Dk

P (k = 0, 1, . . .),

0 6 nk 6 1,
∞∑

k=0

nk = 1,
∞∑

k=0

knk = N
}
. (30)

Similarly, we can follow the above procedure and define
ensemble non-interacting N-representable 1-RDMs, i.e., an
ensemble of 1-RDMs that come from Slater determinants,

DN
S =

{
γ =

∞∑
k=0

nkγk
�� γk ∈ Dk

S (k = 0, 1, . . .),

0 6 nk 6 1,
∞∑

k=0

nk = 1,
∞∑

k=0

knk = N
}
. (31)

Here Dk
S is the set of determinantal 1-RDMs of k electrons, as

defined in Eq. (3). By definition, DN
S ⊂DN

P . Now we want to
show that DN

S = DN
P = DN

J . Rewriting DN
J as

DN
J =

{
γ | γ = γ†, 0 6 γ 6 1, tr(γ) = N

}
, (32)

we will prove DN
S =DN

P =DN
J by showing that DN

J ⊂DN
S ⊂DN

P
⊂DN

J . It suffices to show that DN
P ⊂DN

J and DN
J ⊂DN

S .

(I) DN
P ⊂DN

J . For any γ ∈DN
P , there exists Γk ∈Dk (k

= 0, 1, . . .) and Γk → γk(r, r′), such that

γ =

∞∑
k=0

nkγk , (33)

where
∑

nk = 1 and
∑

knk =N . It follows that tr(γ)
=

∑
nk tr(γk)= N .
Since it has been proved by Coleman that

Dk
P =Dk

J ,19 we have γk = γ
†

k and 0 6 γk 6 1. It is obvi-

ous that
∑

nkγk =
∑

nkγ
†

k , and 0 6
∑

nkγk 6 1, where
the last inequality is due to the fact that convex combina-
tions of positive semi-definite operators are still positive
semi-definite. Thus γ = γ† and 0 6 γ 6 1. Therefore,
γ ∈ DN

J , and hence DN
P ⊂DN

J .
(II) DN

J ⊂DN
S . Given arbitrary γ ∈ DN

J , let

γ(x, x′) =
∞∑

i=1

θiφi(x)φi(x′), (34)

where 1 > θ1 > θ2 > · · · > 0, and
∑∞

i=1 θi = N . We
construct the following γk’s,

γk(x, x′) =
k∑

i=1

φi(x)φi(x′), (35)

and construct a sequence {nk} as

n0 = 1 − θ1, (36)

nk = θk − θk+1, (k > 1). (37)

It is easy to see that 0 6 nk 6 1,
∑∞

k=0 nk = 1. Moreover,

∞∑
k=0

knk =

∞∑
k=1

k(θk − θk+1) =
∞∑

k=1

kθk −

∞∑
k=2

(k − 1)θk

=

∞∑
k=1

θk = N . (38)

Therefore, γ can be written as γ =
∑∞

k=0 nkγk ∈DN
S . Thus

DN
J ⊂DN

S . Consequently, (I) and (II) imply that DN
S =DN

P =DN
J ;

thus, they all reduce to the Janak construction. Note our proof
of DN

P = DN
J is an extension of Coleman’s theorem from integer

to fractional N. Moreover, the fact that DN
P = DN

S suggests that
the non-interacting N-representable 1-RDMs defined in this
paper exhaust the set of interacting N-representable 1-RDMs.
Similar argument applies for the corresponding densities. Fur-
thermore, we remark that in the case of integer, Dk

S = Dk
P = Dk

J
as a corollary of our proof. This suggests that any 1-RDM com-
ing from an ensemble of k-representable wavefunctions can
be represented as the density corresponding to an ensemble
of determinantal wavefunctions of different electron numbers,
with the average electron number being k. In fact, we can prove
a stronger claim that any 1-RDM that comes from an ensemble
of k-representable wavefunctions can be written as a convex
combination of determinantal 1-RDMs of k electrons. This is
because Dk

P = Dk
J is a convex set, and all the extreme points

in this set are determinantal 1-RDMs. Therefore, any 1-RDM
in the set is a linear combination of determinantal 1-RDMs,
hence our claim is true.

Regarding the physical interpretation of the minimizing
1-RDM for a fractional system, now we have the freedom to
interpret it in three perspectives. However, for the parallel com-
parison with the fictitious non-interacting 1-RDM for integer
systems in the Kohn-Sham theory, here for fractional sys-
tems we adopt the Ens-KS interpretation and view the 1-RDM
as coming from a fictitious ensemble of non-interacting sys-
tems, and only the energy and electron density have physical
interpretations.

B. Equivalence of Janak and Aufbau constructions

Consider a general DFA in the GKS scheme. Here we
assume that the functional is differentiable and the effective
Hamiltonian is hermitian. By definition, DN

A ⊂ DN
J , thus the

minimizer of EDFA
Aufbau(N), call it γA, has to be in DN

J . To prove
that the minimizers within Janak and Aufbau constructions are
identical, it suffices to show that the minimizer of EDFA

Janak(N),
call it γJ , is in DN

A . We will prove this by contradiction.

Let hs =
δEDFA

δγ
���γ=γJ

=
∑

i ε i |ψi〉〈ψi |. Here we assume ε1 6 ε2

6 · · · . Suppose there exists ε i < ε j such that 0 6 〈ψi |γJ |ψi〉

< 1 and 0 < 〈ψj |γJ |ψj〉 6 1. Then for η > 0 and sufficiently
small, let

γ′J = γJ + η |ψi〉〈ψi | − η |ψj〉〈ψj |. (39)

It is obvious that γ′J is a legitimate 1-RDM in DN
J . Moreover,

the energy change up to the first order of η is given by

EDFA[γ′J ] − EDFA[γJ ] = tr
( δEDFA

δγ
���γ=γJ

(γ′J − γJ )
)

= ηtr
(
hs(|ψi〉〈ψi | − |ψj〉〈ψj |)

)
= η(ε i − ε j) < 0, (40)

which leads to a contradiction. Therefore, there exists a Fermi
energy level ε f , below which all the orbitals are completely
occupied (〈ψi |γJ |ψi〉 = 1) and above which all the orbitals
are empty (〈ψj |γJ |ψj〉 = 0). Orbitals at the Fermi level can be
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empty, fractionally occupied, or fully occupied. Thus,

γJ (x, x′) =
L∑

i=1

φi(x)φi(x′) +
L+M∑

i=L+1

niφi(x)φi(x′), (41)

where L 6 [N] and 0 6 ni 6 1 (L + 1 6 i 6 L + M) for some
M (allowed to be infinity); φi’s are orthonormal. Moreover,
{φi}

L
i=1 span the space below the Fermi level; {φi}

L+M
i=L+1 are

within the space spanned by orbitals at the Fermi level, so
that each of them is an eigen-orbital of hs with eigenvalue ε f .
Therefore, γ and hs commute, so that the eigen-orbitals of hs,
{ψi}, are also eigen-orbitals of γ. Thus, we can replace φi by
ψi in Eq. (41) and have

γJ (x, x′) =
L∑

i=1

ψi(x)ψi(x′) +
L+M∑

i=L+1

niψi(x)ψi(x′), (42)

where ψi’s satisfy the (G)KS equation,

hsψi(x) = ε iψi(x). (43)

This suggests that γJ ∈ DN
A and the Janak construction is equiv-

alent to the Aufbau construction. Here we note that our proof
is in a similar spirit as Gilbert’s proof20 on the structure of
minimizing 1-RDMs in the case of density matrix function-
als, or Janak’s21 and generalized Janak’s theorem6 in terms of
energy derivative with respect to occupation numbers for den-
sity functionals in the case of integer electrons, yet our proof
here extends to a fractional number of electrons.

IV. EQUIVALENCE PROOF FOR COLINEAR SPIN-DFT

In colinear spin-DFT, the functional becomes
EDFA[γα, γβ], and the ground state is given by

EDFA
GKS(N) = min

γ∈D̄N
J

EDFA[γα(r, r′), γβ(r, r′)], (44)

where the spin 1-RDM γσ(r, r′) = 〈rσ |γ |r′σ〉 = γ(rσ, r′σ)
for σ = α, β, and

D̄N
J =

{
γ(x, x′)|γ = γ†, 0 6 γ 6 1,

γ → (γα, γβ), γα ∈ DNα

J , γβ ∈ D
Nβ

J

}
. (45)

Here Nσ = tr(γσ) and the representability of γσ(r, r′) should
be understood as referring to the spatial 1-RDM, i.e., replacing
x by r.

The variational set of D̄N
J is explicit in terms of γ but

implicit in terms of each γσ . To define an explicit mini-
mization over γσ , one can introduce the following two-step
minimization:

EDFA
GKS(Nα, Nβ) = min

γσ ∈DNσ
J

EDFA[γα(r, r′), γβ(r, r′)], (46)

EDFA
GKS(N) = min

Nα+Nβ=N
EDFA

GKS(Nα, Nβ). (47)

To justify that this two-step minimization is equivalent to the
one step minimization in Eq. (44), it suffices to show that DN

J
= D̄N

J , i.e., for γ(x, x′) ∈ DN
J , the sufficient and necessary con-

dition is that its spin components γσ(r, r′) ∈ DNσ

J (σ = α, β).
By the set equivalence of DN

P = DN
S = DN

J , this translates into
the following claim: if γ(x, x′) is ensemble N-representable
(or ensemble non-interacting N-representable), then its spin

components γσ(r, r′) must be ensemble Nσ-representable
(or ensemble non-interacting Nσ-representable). Once again,
we prove the set equality by showing D̄N

J ⊂ DN
J and DN

J
⊂ D̄N

J .

(I) D̄N
J ⊂ DN

J .∀γ ∈ D̄N
J , by definition, γ = γ†, 0 6 γ 6 1.

Moreover, tr(γ) = tr(γα) + tr(γβ) = Nα + Nβ = N .
Thus, γ ∈ DN

J ,⇒ D̄N
J ⊂ DN

J .
(II) DN

J ⊂ D̄N
J . ∀γ ∈ DN

J , we only need to show that γσ ∈

DNσ

J or 0 6 γσ 6 1. In fact, ∀φ(r),

〈φ|γσ |φ〉 = 〈φ|
(
〈σ |γ |σ〉

)
|φ〉 = 〈φσ |γ |φσ〉 = 〈ψ |γ |ψ〉,

(48)

where ψ(x′) = ψ(r′σ′) = φ(r′)σ(σ′). Since 0 6 γ
6 1, we have 0 6 〈ψ |γ |ψ〉 6 1 and thus 0 6 〈φ|γσ |φ〉
6 1,=⇒ 0 6 γσ 6 1. This suggests that γ ∈ D̄N

J
⇒ DN

J ⊂ D̄N
J . Thus DN

J = D̄N
J .

For DFAs in spin-DFT, we can now borrow the results
in Sec. III and conclude that the PPLB and Ens-KS formu-
lations reduce to the Janak construction of Eqs. (46) and
(47) and that the Janak construction reduces to the Aufbau
construction.

As a remark, the Aufbau construction in spin-DFT is given
by

nσi =




1, εσi < ε f ,
nf

iσ , εσi = ε f ,
0, εσi > ε f ,

(49)

where 0 < nf
iσ < 1, and the Fermi level is given by the highest

occupied orbital energy of both spins.
Another remark is on the exact conditions which is ful-

filled by the exact functional in the case of fractional as well
as integer systems.

(i) PPLB condition for fractional charge. Perdew, Parr,
Levy, and Balduz have shown that the fractional system
energy by the exact functional should be a linear inter-
polation between the neighboring integer energies,14

i.e.,

Eexact(N) = (1 − δ)Eexact(K) + δEexact(K + 1), (50)

where K = [N], δ = N − K . Here it is assumed
that the integer energies are convex in the sense that
2Eexact(K) < Eexact(K − 1) + Eexact(K + 1).

(ii) Constancy condition for fractional spin. For integer N,
in the case of degenerate ground states, Yang, Zhang,
and Ayers have shown that the exact functional evalu-
ated at any linear combination of the degenerate ground
state densities gives the same ground state energy
in 2000.22 In particular, when the degeneracy occurs
through spin channels, this has been known as the frac-
tional spin condition.23 In the language of the present
paper, this corresponds to the case where Eq. (47) has
multiple minimizers, i.e., for all pairs (Nα, Nβ) satis-
fying Nα + Nβ = N and Nα ∈ [Kα, Kα+1] for some
Kα,

Eexact(Nα, Nβ) = Eexact(N). (51)

(iii) Flat plane condition. Combining conditions (i) and (ii),
Mori-Sánchez, Cohen, and Yang proved the general
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conditions combining fractional charges and degener-
ate states and developed the flat plane condition specif-
ically for the fractional charge and fractional spins in
2009.24 For spin-DFT, in particular, this corresponds to

the general case where we can express Eexact(Nα, Nβ) in
terms of a flat plane energy associated with the integer
energies at the edges of the plane (denote Kσ = [Nσ]
and δσ = Nσ − Kσ),

Eexact(Nα, Nβ) =

{
(1 − δα − δβ)E(Kα, Kβ) + δβE(Kα, Kβ + 1) + δαE(Kα + 1, Kβ), 0 6 δα + δβ < 1,

(1 − δα)E(Kα, Kβ + 1) + (1 − δβ)E(Kα + 1, Kβ) + (δα + δβ − 1)E(Kα + 1, Kβ + 1), 1 6 δα + δβ < 2.
(52)

Here we have abbreviated Eexact(Kα, Kβ) as E(Kα, Kβ).
Eq. (52) is valid with the assumption that

E(Kα + 1, Kβ) + E(Kα, Kβ + 1)

< E(Kα, Kβ) + E(Kα + 1, Kβ + 1). (53)

When this assumption is violated, there has been another type
of flat plane condition constructed recently.25 Note that both
types of flat plane condition, Eq. (52) and the one in Ref. 25,
are specific consequences of the general results in Ref. 24.

V. FURTHER ANALYSIS ON AUFBAU OCCUPATION

The Aufbau construction allows multiple fractional occu-
pancies at the Fermi level; however, it cannot deliver further
information about how many fractional occupations should
occur at the Fermi level. In fact, this is dependent on the choice
of DFAs. In this section, we will rigorously prove that for the
Hartree Fock (HF) functional, there can be one and only one
fractional occupation through one of the spin channels at the
Fermi level. For the local density approximation (LDA) func-
tional as a representative of the semi-local functionals, there
can be multiple fractional occupations at the Fermi level in
the presence of degeneracy, and whether this occurs or not is
system dependent.

A. Aufbau principle for HF functional

In the following, we prove that only one of the occupations
in γJ is fractional for HF in the absence of spin. In fact, it
has been proved that for integer systems, all the occupation
numbers of the HF minimizer have to be integer.26,27 Here our
claim can be viewed as an extension to fractional N.

Suppose γJ consists of at least two fractionally occupied
states, i.e., there exist i , j such that 0 < ni, nj < 1. We will use
a similar technique as in Ref. 26 to arrive at a contradiction.
Let η = min{ni, nj, 1 − ni, 1 − nj}, and define

γ1
J (r, r′) = γJ (r, r′) + ηψi(r)ψi(r′) − ηψj(r)ψj(r′), (54)

γ2
J (r, r′) = γJ (r, r′) + ηψj(r)ψj(r′) − ηψi(r)ψi(r′). (55)

It is obvious that γ1
J , γ2

J ∈ DN
J . The HF functional, as a

functional of 1-RDM is defined by

E[γ(r, r′)] =
∫
−

1
2
∇2

r′γ(r, r′)���r′=r
dr +

∫
γ(r, r)v(r)dr

+
1
2

∫∫
γ(r, r)γ(r′, r′)
|r − r′ |

drdr′

−
1
2

∫∫
γ(r, r′)γ(r′, r)
|r − r′ |

drdr′. (56)

We now calculate E[γ1
J ] + E[γ2

J ]−2E[γJ ]. Since γ1
J +γ2

J −2γJ

= 0, the linear terms on the 1-RDMs vanish, and we only have
to collect the quadratic terms as follows:

E[γ1
J ] + E[γ2

J ] − 2E[γJ ]

= η2
∫∫

[|ψi(r)|2 − |ψj(r)|2][|ψi(r′)|2 − |ψj(r′)|2]

|r − r′ |
drdr′

− η2
∫∫

|ψi(r)ψi(r′) − ψj(r)ψj(r′)|2

|r − r′ |
drdr′

= − η2
∫∫

|ψi(r)ψj(r′) − ψi(r′)ψj(r)|2

|r − r′ |
drdr′ < 0. (57)

Thus either E[γ1
J ] < E[γ] or E[γ2

J ] < E[γ], suggesting that
γJ is not the minimizer, which is a contradiction. Therefore,
there is one and only one occupation number being fractional,
and the minimizer can be written as

γ(r, r′) =
K∑

k=1

ψk(r)ψk(r′) + δψK+1(r)ψK+1(r′), (58)

where K = [N] and δ = N − K .
In the case of unrestricted HF where both spin channels

are present, the above conclusion can be easily extended. In
particular, since the quadratic terms of each γσJ are similar to
the quadratic ones of γ in Eq. (56), there can be one fractional
occupation in each spin at most (proof omitted). Furthermore,
we can prove that the scenario of fractional occupation in both
spins cannot occur. In other words, there can be one and only
one fractional occupation through one of the spin channels
in the minimizer of unrestricted HF. The proof is similar as
above, see the Appendix for details.

Here we remark that the claim of single fractional occu-
pation for HF is out of reach of the proof in Section III B or
the generalized Janak’s theorem. In other words, the first order
energy derivative analysis dictates the occupation rule for the
orbitals below the HOMO (they should be fully occupied),
whereas leaves the ambiguity of the degeneracy at the HOMO
level. It is the second order derivative analysis as done in the
first part of the proof that addresses the HOMO occupation
problem.

To have a better understanding of the general picture of
the Ev(N) curve, in Figure 1, we use the example of a car-
bon atom to illustrate the HF energy as a function of the
total number of electrons N. Here the calculations are per-
formed using our in-house built QM4D program,28 and the
basis set used is 6-311++G(3df,3pd). It has been shown that
the integer energies by HF is monotone non-increasing, i.e.,
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FIG. 1. HF energy as a function of the fractional number of electrons of
carbon atom. The black solid curve shows the behavior of the HF energy, while
the red dashed line is the piecewise interpolations between neighboring integer
energies. The black curve is no lower than the red line, although the deviation
is small and they seem to overlap each other. The inset shows the enlarged plot
for 5 6 N 6 7, where the relative positions of the two lines become clearer,
and the concavity of the HF functional at [K, K + 1] is pronounced.

EHF
v (K + 1) 6 EHF

v (K) and eventually reaches a constant as
K → ∞ due to ionization.29 Moreover, it is often assumed
(yet still an open conjecture) that EHF

v (N) is convex at integers,
although recently we have proved that HF is concave restricted
to [K, K + 1] using the Aufbau construction,30 which actually
motivated the present study of equivalence of fractional formu-
lations. As can be seen, all these features have been verified by
Figure 1.

B. Aufbau principle for LDA

Here we assume the fractional occupations occur only in
one spin channel, which is a reasonable ansatz due to the static
correlation or the fractional spin error,23 similar as in the HF
case although this cannot be strictly proved for LDA. More-
over, we prescribe that the α electron number is no less than
the β electron number. As a remark, for the exact functional,
which is fractional spin error free, the scenario of fractional
occupation in both spin channels could arise.22,24

Once again we suppress the spin index for the ease of
notations. By Janak’s theorem or similar arguments as in
Section III B, the minimizer of LDA with fractional N elec-
trons is given by (note that the basic variable reduces to the
electron density ρ for LDA)

ρ(r) =
L∑

i=1

|ψi(r)|2 +
L+M∑

k=L+1

nk |ψk(r)|2, (59)

where L 6 [N] and ε1 6 ε2 6 · · · 6 εL < ε f . Here ε f

= εL+1 = εL+2 = · · · = εL+M is the degenerate HOMO energy.
Now suppose M > 2. Then we perform the electron

moving trick as in Section III B and let

ρ′ij(r) = ρ(r) + η(|ψL+i(r)|2 − |ψL+j(r)|2)

= ρ(r) + ηgij(br), (60)

where 1 6 i < j 6 M, η 6 min{nL+j, 1 − nL+i}, and gij(r)
≡ |ψL+i(r)|2 − |ψL+j(r)|2. We calculate E[ρ′ij] − E[ρ] up to

second order of η. Since the orbital energies of ψL+i and ψL+j

are degenerate, the first order term of η vanishes and it follows
that

E[ρ′ij] − E[ρ]

=
1
2
η2

∫∫
δ2E

δρ(r)δρ(r′)
∂ρ(r)
∂η

∂ρ(r′)
∂η

drdr′ + O(η3)

=
1
2
η2

{ ∫∫ gij(r)gij(r′)

|r − r′ |
drdr′ +

∫
fxc(r)|gij(r)|2dr

}

+O(η3), (61)

where fxc(r) = δ2Exc
δρ2(r)

is the exchange correlation kernel. A
necessary condition for Eq. (59) to be the minimizer is that for
all pairs (i, j), and any η small enough,

E[ρ′ij] − E[ρ] > 0, (62)

which is equivalent to

κ~nij =

∫∫
gij(r)gij(r′)

|r − r′ |
drdr′ +

∫
fxc(r)|gij(r)|2dr > 0, (63)

for all (i, j) pairs. Here ~n = (1, 1, . . . , 1, nL+1, nL+2, . . . , nL+M )
refers to the occupation configuration.

Thus, a sufficient condition for Eq. (59) not to be the
minimizer is that

min
i,j

κ~nij < 0. (64)

And taking one step further, a sufficient condition for the
equivalence of Janak and Aufbau constructions is that

max
~n

min
i,j

κ~nij < 0. (65)

For XLDA (LDA with exchange only functional) in particular,
Exc[ρ] = −Cx ∫ [ρ(r)]4/3dr, where Cx =

3
2 ( 3

4π )1/3 and fxc(r)
= − 4

9 Cx[ρ(r)]−2/3. Eq. (63) reads

κ~nij =

∫∫
gij(r)gij(r′)

|r − r′ |
drdr′ −

4
9

Cx

∫
[ρ(r)]−2/3 |gij(r)|2dr.

(66)

The first term of Eq. (66) is positive, while the second term
is negative, suggesting a competition between the two terms
in determining the sign of κ~nij. In principle, one cannot make a
conclusion on its sign or the optimal occupation configuration
but resort to the numerical experiment, as will be presented in
the following.

In Tables I and II, we select several fractionally charged
atoms with spatial degeneracies and evaluate the LDA energies
with different occupation configurations. Note that for systems
without ground state degeneracy, only one fractional occupa-
tion can occur by the Janak’s theorem. Therefore, we only
have to test on systems with symmetric electronic structures
in search for counterexamples. All the calculations below are
done using our in-house built QM4D program,28 for which the
self-consistent fractional KS-DFT programs have been imple-
mented and one can specify non-Aufbau occupation numbers
during the SCF iterations. Here to reduce the degrees of free-
dom, we restrict the fractional electron to evenly distribute
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TABLE I. Comparison of relative LDA energies with different occupation configurations for fractionally charged
atoms whose neutral valence configuration is ns2 or ns2np1 or ns2nd1. Here we set the fractional charge δ1 = 0.3
for anions and δ2 = 0.7 for cations. For each configuration, the fractional electron (or hole) is restricted to evenly
distribute over the fractional occupations, i.e., nL+i =

δ
M , for 1 6 i 6 M. We set the zero energy to be the minimizer

with only one fractional occupation and tabulate the relative energy of other configurations. If not specially noted,
the fractionally occupied orbitals within a minimizer are degenerate. The basis used for the calculations are aug-
cc-pVTZ for Be, B, Mg, Al, and Ga; cc-pVTZ for Ca, Sc, and Zn; TZP for Sr; ATZP for In; and ADZP for Ba and
Tl.

∆E × 104 (a.u.) ∆E × 104 (a.u.)

M = 1 M = 2 M = 3 M = 5 M = 1 M = 2 M = 3 M = 5

Beδ1− 0 3.14 4.33 59.7a Bδ2+ 0 5.02 6.93 358a

Mgδ1− 0 3.14 4.37 45.6a Alδ2+ 0 3.13 4.37 223a

Caδ1− 0 0.89 1.68 2.60 Scδ2+ 0 15.4 16.2b 29.8b

Znδ1− 0 3.08 4.29 159a Gaδ2+ 0 2.33 3.28 226a

Srδ1− 0 2.23 3.09 38.1a Inδ2+ 0 0.60 0.91 241a

Baδ1− 0 2.67 3.74 268a Tlδ2+ 0 1.31 1.89 201a

aFrontier orbital degeneracy breaks up.
bThe fractionally occupied orbitals are nearly degenerate.

among M fractionally occupied orbitals of the same spin. In
Table I, we select atoms whose neutral valence configuration
is singlet ns2 or doublet ns2np1 or ns2nd1, while in Table II
we focus on atoms whose neutral valence configuration is
triplet ns2np2 or quartet ns2np3 and whose neutral α valence
configuration is ns1np2 or ns1np3.

As can be seen, M cannot be too large; otherwise, the
dictated orbital degeneracy exceeds the possible spatial degen-
eracy of the effective KS potential, which leads to the break-up
of the fractionally occupied orbital energies. Such config-
uration violates the frontier degeneracy rule in the Aufbau
principle and thus cannot be the ground state. Moreover, for
the several allowed choices of M, Table I shows that the energy
becomes less favorable when M increases, and the lowest
energy configuration is given by the one with only one frac-
tional occupation. This, however, is not true in Table II, where
we have found several examples where the optimum energy
is achieved by configurations with multiple fractional occu-
pancies, such as the cationic Si and Ge, which confirms that
the Aufbau constructions do not necessarily lead to single
fractional occupation.

In fact, such phenomena not only exist in fractionally
charged systems; they are observed in integer systems as well.
In Table III, we tabulate the relative energies of different elec-
tron configurations for some spatially symmetric atoms and
molecular cations. Here for molecular cations, the geometries
are taken from the G2-97 set.31 Based on the numbers shown,
for atoms the situation is somewhat similar to Table II. For
example, the ground state configuration of a B atom by LDA
has no fractional occupancy, which forms a distinct contrast
to Si and Ge, whose ground state is given by multiple frac-
tional occupancies. This can be ascribed to the coexistence
and competition of static correlation error and delocalization
error7 of LDA, where in the B atom case the former dom-
inates, leading to a positive error of fractional occupancies
relative to the integer occupancies; while in the Si or Ge
cases, the latter wins and results in a negative error. In the
absence of both errors, the two configurations should be degen-
erate in the exact functional. On the other hand, for molecular
cations with spatial degeneracy, such as CH+

4 , we have not
found an example where the ground state is given by multiple
occupations.

TABLE II. Comparison of relative LDA energies with different occupation configurations for fractionally charged
atoms whose neutral valence configuration forα electron is ns1np2 or ns1np3. For each configuration, the fractional
electron (or hole) is restricted to evenly distribute over M orbitals (all in theα spin channel) that have been specified
in the table. We set the zero energy to be the minimizer with only one fractional occupation and tabulate the relative
energy of other configurations. If not specially noted, the fractionally occupied orbitals within a minimizer are
degenerate. Here the three np orbitals are linear combinations of npx , npy, and npz , here denoted as np1, np2, and

np3, and we denote (pδ )
3
≡ pδ1 pδ2 pδ3 . The basis used for the calculations are aug-cc-pVTZ for all the atoms.

4E × 104 (a.u.) 4E × 104 (a.u.)

M = 1 M = 2 M = 3 M = 4 M = 1 M = 2 M = 3 M = 4
s1p1

1p0.8
2 s1p0.9

1 p0.9
2 s1(p0.6)3 s0.7(p0.7)3 s1p1

1p1
2p0.7

3 s1p1
1p0.85

2 p0.85
3 s(p0.9)3 s0.925(p0.925)3

C0.2+ 0 �0.48 6.45 92.6a N0.3+ 0 �2.21b
�3.03 309a

Si0.2+ 0 �0.80 �3.50 75.2a P0.3+ 0 �2.06b
�2.80 23.4a

Ge0.2+ 0 �0.78b
�11.3 83.7a As0.3+ 0 �2.56b

�3.45 24.7a

aFrontier orbital degeneracy breaks up by rendering s orbital energy significantly lower than the three degenerate p orbitals.
bFrontier orbital degeneracy breaks up slightly.
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TABLE III. Comparison of relative LDA energies with different occupation configurations for some integer sys-
tems with doublet or triplet multiplicity (abbreviated as D or T) and with spatial symmetry. For each configuration,
the valence electrons are restricted to evenly distribute over the degenerate frontier orbitals. In particular, for
doublet states, the excess electron in the α spin channel or the excess hole in the β spin channel relative to the
other spin is divided into M fractionally occupied orbitals. For triplet states, the occupation configuration for the
two excess α electrons are (1, 1

2 , 1
2 ) for M = 2, ( 2

3 , 2
3 , 2

3 ) for M = 3, and ( 1
2 , 1

2 , 1
2 , 1

2 ) for M = 4. We set the zero
energy to be the minimizer with no fractional occupation (here denoted by M = 0) and tabulate the relative energy
of other configurations. If not specially noted, the fractionally occupied orbitals within a minimizer are degenerate.
The basis used are aug-cc-pVTZ for atoms and 6-311++G(3df,3pd) for molecules.

Multiplicity
4E × 104 (a.u.)

Multiplicity
4E × 104 (a.u.)

M = 0 M = 2 M = 3 M = 4 M = 0 M = 2 M = 3 M = 4

B D 0 15.3 24.2 411a CH+
4 D 0 8.00 9.05 720a

Al D 0 7.31 12.5 261a SiH+
4 D 0 · · · b 3.42 487a

Ga D 0 2.40 5.78 247a BF+
3 D 0 · · · b 204a · · · b

C T 0 4.92c 2.62 1295a BF−3 D 0 135c 225c 275c

Si T 0 �3.32c
�6.92 827a CH2+

4 T 0 17.2 25.1 1493a

Ge T 0 �9.85c
�15.3 775a SiH2+

4 T 0 5.94 8.55 1035a

aFrontier orbital degeneracy breaks up by rendering one fractionally occupied orbital energy significantly different from the rest
of the orbitals.
bSelf consistent field convergence fails.
cFrontier orbital degeneracy breaks up slightly.

To obtain some insight on when a general system should
have multiple fractional occupancies as its ground state and
how to assign occupations, in Table IV, we present the spec-
trum (here we only show the levels near the frontier energy)
of a Si atom optimized with different prescribed occupation
configurations. As can be seen, the overall structure of the spec-
trum is insensitive to the changes of the occupations, although
each of the levels might change slightly. From the spectrum
obtained by applying the stringent Aufbau rule (for the triplet
Si case, this corresponds to the energy levels under the column
M = 0), one can immediately know which levels can share elec-
tron occupancies in order to further decrease the total energy.
The Si case has three near-degenerate p orbitals spanning 2
occupied and 1 unoccupied levels in the stringent Aufbau con-
figuration, which can be rearranged as two electrons being
shared in these orbitals, leading to the occupation ( 2

3 , 2
3 , 2

3 ).
One can then perform calculation for such configurations and
compare energy with the stringent Aufbau configuration in
search for the true ground state of LDA.

TABLE IV. Orbital energies and occupation numbers (for α electron) of a
Si atom with different occupation configurations. Here we only present the
orbitals close to the frontier level and the three np orbitals are linear combi-
nations of npx , npy, and npz , here denoted as np1, np2, and np3. All energies
are in eV.

M = 0 M = 2 M = 3 M = 4

εi ni εi ni εi ni εi ni

3s �11.308 1 �11.347 1 �11.355 1 �13.112 1
3p1 �4.599 1 �4.649 1 �4.638 2

3 �6.154 0.5
3p2 �4.579 1 �4.649 0.5 �4.638 2

3 �6.154 0.5
3p3 �4.578 0 �4.588 0.5 �4.638 2

3 �6.154 0.5
4s �0.230 0 �0.252 0 �0.256 0 �1.285 0.5
4p1 0.709 0 0.707 0 0.710 0 �0.305 0
4p2 0.710 0 0.715 0 0.710 0 �0.305 0
4p3 0.765 0 0.715 0 0.710 0 �0.305 0

VI. CONCLUSION

In this paper, we have analyzed four ways of extending
KS-DFT to systems with a fractional number of electrons
by enlarging the search space of densities. In particular, the
search space has been extended from the KS non-interacting
v-representable density domain for integer systems to four
different sets of densities for fractional N-electron systems,
namely, the ensemble N-representable densities, the ensemble
non-interacting N-representable densities, and the set of non-
interacting densities by the Janak and Aufbau constructions.
We have shown that the first two sets are equivalent to the Janak
set by proving the set equivalence of their underlying 1-RDMs,
and thus the three formulations reduce to the Janak construc-
tion. Moreover, the Janak construction reduces to the Aufbau
construction for functionals with the ensemble v-representable
assumption at the minimizer. Therefore, given a DFA, by solv-
ing the (G)KS equation and following the Aufbau occupation
protocol, one obtains the ground state of the fractional system
defined through the ensemble search. By further analyzing the
structure of Aufbau solutions, we have proved that there can be
one and only one fractional occupation for the HF functional,
while for other DFAs, this is not true in general; there can be
multiple fractional occupations at the Fermi level. By testing
the LDA functional in real systems, we find that although sin-
gle fractional occupation is observed in many systems in the
presence of degeneracy, we can also find counterexamples, and
the fact that the energy of multiple fractional occupations dif-
fers from the single occupation configuration for such systems
is due to the intrinsic error of LDA in the presence of multiple
fractional occupations in degenerate orbitals.

In terms of the shape of the E vs N curves of approxi-
mate functionals, we have illustrated that HF should display
a piecewise concave curve interpolating the integer points,
with the integer energies being monotone non-increasing, as
shown previously.4 For general DFAs, such as semi-local
density functionals, the situation becomes more complicated.
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The monotone non-increase of integer energies is still true
due to the same ionization argument as shown in Ref. 29,
rendering non-negative electron affinity. Although there have
been reports on negative electron affinities by DFAs calculated
for atoms and molecules (see the supplemental information of
Ref. 9, for example), these are likely due to the use of finite
basis set.32 In terms of the shape of the E vs N curve of approx-
imate DFAs restricted to [K, K + 1], it has been conjectured
that it is convex for LDA, for example, yet this conjecture has
been recently shown to be not true in general within the Aufbau
construction.30

For the exact functional, the E vs N curve should be a
piecewise linear interpolation between neighboring integers,
under the assumption that the integer energies are convex.14

Yet the validity of this assumption remains an interesting and
open problem to be addressed.
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APPENDIX: SUPPLEMENTAL PROOF
OF FRACTIONAL OCCUPATION RULE
FOR HF FUNCTIONAL

Here we show that there could be one and only one frac-
tional occupation through one of the spin channels in the
minimizer of unrestricted HF. Consider the HF functional as a
functional of the spin density matrix,

E[γα(r, r′), γβ(r, r′)]

=
∑
σ=α,β

∫
−

1
2
∇2

r′γ
σ(r, r′)���r′=r

dr +
∫
ρ(r)v(r)dr

+
1
2

∫∫
ρ(r)ρ(r′)
|r − r′ |

drdr′

−
∑
σ=α,β

1
2

∫∫
γσ(r, r′)γσ(r′, r)

|r − r′ |
drdr′, (A1)

where ρ(r) = γα(r, r) + γβ(r, r). Note that the quadratic terms
of γσ in Eq. (A1) are the same (treating γσ

′

as constant,
σ′ , σ) as the quadratic dependence of the spinless HF energy
functional on the spinless 1-RDM introduced in Eq. (56).

First of all, we claim that for each γσ , there could be at
most one fractional occupation in the minimizer. Otherwise,
without loss of generality, assuming there are two fractional
occupations in the α spin channel, we can fix γβ and construct
two new γα as in Eqs. (54) and (55) to derive a contradiction
(derivations are straightforward and omitted here).

Second, we show that the minimizer cannot have frac-
tional occupations in both spin channels. Assume otherwise,
let

γα(r, r′) =
Nα∑
k=1

ψαk (r)ψαk (r′) + nαψ
α
f (r)ψαf (r′), (A2)

γβ(r, r′) =
Nβ∑
k=1

ψ
β
k (r)ψβk (r′) + nβψ

β
f (r)ψβf (r′) (A3)

be the minimizer, where 0 < nα, nβ < 1. Let η = min{nα, nβ ,
1 − nα, 1 − nβ }, and define

γαI (r, r′) = γα(r, r′) + ηψαf (r)ψαf (r′), (A4)

γ
β
I (r, r′) = γβ(r, r′) − ηψβf (r)ψβf (r′), (A5)

and
γαII (r, r′) = γα(r, r′) − ηψαf (r)ψαf (r′), (A6)

γ
β
II (r, r′) = γβ(r, r′) + ηψβf (r)ψβf (r′). (A7)

We now evaluate E[γαI , γβI ] + E[γαII , γ
β
II ] − 2E[γα, γβ]. Since

γσI + γσII − 2γσ = 0, it suffices for us to evaluate the quadratic
terms of the spin 1-RDMs. These terms are

E[γαI , γβI ] + E[γαII , γ
β
II ] − 2E[γα, γβ]

= EJ [γαI , γβI ] + EJ [γαII , γ
β
II ] − 2EJ [γα, γβ]

−EK [γαI , γβI ] − EK [γαII , γ
β
II ] + 2EK [γα, γβ], (A8)

where EJ and EK are Hartree and exchange terms, respectively,

EJ [γαI , γβI ] + EJ [γαII , γ
β
II ] − 2EJ [γα, γβ]

=
1
2

∫∫
ρI (r)ρI (r′)
|r − r′ |

drdr′ +
1
2

∫∫
ρII (r)ρII (r′)
|r − r′ |

drdr′

−

∫∫
ρ(r)ρ(r′)
|r − r′ |

drdr′. (A9)

Here ρI (r)= γαI (r, r) + γ
β
I (r, r)= ρ(r) + ηζ(r), with ζ(r)

= |ψαf (r)|2 − |ψβf (r)|2 and ρII (r)= ρ(r) − ηζ(r). By straight-
forward calculation, Eq. (A9) reads

EJ [γαI , γβI ] + EJ [γαII , γ
β
II ] − 2EJ [γα, γβ]

= η2
∫∫

ζ(r)ζ(r′)
|r − r′ |

drdr′. (A10)

On the other hand,

−EK [γαI , γβI ] − EK [γαII , γ
β
II ] + 2EK [γα, γβ]

= −
1
2

∑
σ=α,β

{ ∫∫ γσI (r, r′)γσI (r′, r)

|r − r′ |
drdr′

+
∫∫

γσII (r, r′)γσII (r′, r)

|r − r′ |
drdr′

− 2
∫∫

γσ(r, r′)γσ(r′, r)
|r − r′ |

drdr′
}

= − η2
∑
σ=α,β

∫∫ |ψσf (r)|2 |ψσf (r′)|2

|r − r′ |
drdr′. (A11)

Plugging Eqs. (A10) and (A11) into Eq. (A8) and cancelling
out the opposite terms, we obtain

E[γαI , γβI ] + E[γαII , γ
β
II ] − 2E[γα, γβ]

= −2η2
∫∫ |ψαf (r)|2 |ψβf (r′)|2

|r − r′ |
drdr′ < 0, (A12)

which is a contradiction. Therefore, only one of the spin
channels has fractional occupation.
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We remark that in the literature, it has been recognized
that the energy with fractional occupations in both spin chan-
nels is often overestimated by approximate DFAs, which has
been referred to as the fractional spin error.23 Here Eq. (A12)
is a quantification of the fractional spin error for HF. For other
DFAs, one can derive a generic formula dependent on the spe-
cific form of Exc, but the negativity of Eq. (A12) can no longer
be proved.
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