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ABSTRACT
The combination of a recently proposed linear interpolation method (LIM), which enables the cal-
culation of weight-independent excitation energies in range-separated ensemble density functional
approximations, with the extrapolation scheme of Savin is presented in this work. It is shown that LIM
excitation energies vary quadratically with the inverse of the range-separation parameter μ when
the latter is large. As a result, the extrapolation scheme, which is usually applied to long-range inter-
acting energies, can be adapted straightforwardly to LIM. This extrapolated LIM (ELIM) has been
tested on a small test set consisting of He, Be, H2 and HeH+. Relatively accurate results have been
obtained for the first singlet excitation energies with the typical μ = 0.4 value. The improvement of
LIM after extrapolation is remarkable, in particular for the doubly excited 21�+

g state in the stretched
H2 molecule. Three-state ensemble calculations in H2 also show that ELIM does not necessarily
improves relative excitation energies, even though individual excitation energies are more accurate
after extrapolation. Finally, an alternative decomposition of the short-range ensemble exchange–
correlation energy is proposed in order to correct for ghost-interaction errors in multi-determinant
range-separated ensemble density functional theory calculations. The implementation and calibra-
tion of such a scheme are currently in progress.

1. Introduction

Nowadays, excitation energies are mostly computed by
means of time-dependent density functional theory (TD-
DFT) [1,2], essentially because of its low computational
cost and its relatively good accuracy. Despite this suc-
cess, standardTD-DFT fails in describingmultiple excita-
tions [3] and, in general, multi-configurational effects [4].
Ensemble DFT [5–8] is an alternative to TD-DFT which
can, in principle, provide exact excitation energies in a
time-independent framework.Despite the fact that devel-
oping exchange–correlation functionals for ensembles is

CONTACT Emmanuel Fromager fromagere@unistra.fr

challenging [9–12], thus explaining why ensemble DFT is
not yet standard, the use of ensembles in DFT for excited
states has reappeared recently in the literature (see, for
example, [13–19]). One interesting feature of ensemble
DFT is that it offers, when combined with range sepa-
ration [20], a rigorous framework for developing state-
averaged multi-determinant DFT methods [13,21,22].

In practical range-separated ensemble DFT calcula-
tions, ground-state functionals are used, simply because
short-range ensemble exchange–correlation density
functional approximations have not been developed

©  Taylor & Francis

D
ow

nl
oa

de
d 

by
 [

O
ak

la
nd

 U
ni

ve
rs

ity
] 

at
 1

1:
36

 1
5 

M
ar

ch
 2

01
6 

http://www.tandfonline.com
http://dx.doi.org/10.1080/00268976.2015.1119902
mailto:fromagere@unistra.fr


2 B. SENJEAN ET AL.

so far. This leads to curved range-separated ensemble
energies [22] and, consequently, to ensemble-weight-
dependent excitation energies. Some of the authors
recently proposed a linear interpolation method (LIM)
[22] which, by construction, provides linear ensemble
energies and, therefore, well-defined approximate exci-
tation energies. Promising results have been obtained
with LIM, especially for the 21�+ charge-transfer state
in the stretched HeH+ molecule and the doubly excited
21�+

g state in the stretched H2 molecule. However, in
the latter case, the excitation energy was still significantly
underestimated [22].

In this work, we propose to adapt the extrapolation
scheme of Savin [23–25] to ensembles. The basic idea is
to expand the approximate LIM ensemble energy in 1/μ,
where μ is the parameter that controls the range separa-
tion, and to use this expansion for improving the conver-
gence towards the exact result (i.e. the μ → +� limit).
The paper is organised as follows. After a brief intro-
duction to ground-state range-separated DFT in Sec-
tion 2.1, ensemble DFT is presented in Section 2.2 and
its range-separated extension is discussed in Section 2.3.
LIM is then introduced in Section 2.4 and its combina-
tion with Savin’s extrapolation technique is presented in
Section 2.5. After a summary in Section 3 and the compu-
tational details in Section 4, results obtained for He, Be,
H2 andHeH+ are discussed in Section 5. As a perspective,
a correction scheme for ghost-interaction errors inmulti-
determinant range-separated ensemble DFT is proposed
in Section 6. Finally, conclusions are given in Section 7.

2. Theory

2.1. Range-separated density functional theory for
the ground state

The exact ground-state energy of an electronic system
can be obtained variationally as follows, according to the
Hohenberg–Kohn (HK) theorem [26]:

E0 = min
n

{
F[n] +

∫
dr vne(r)n(r)

}
, (1)

where vne(r) is the nuclear potential, n(r) is a trial elec-
tron density and F[n] is the universal Levy–Lieb (LL)
functional defined by

F[n] = min
�→n

〈�|T̂ + Ŵee|�〉, (2)

where T̂ is the kinetic energy operator andŴee is the two-
electron repulsion operator. In Kohn–Sham DFT [27]
(KS-DFT), we consider a non-interacting system which
has the same density as the physical one, and the wave

function is replaced by a Slater determinant �KS[n]. The
universal LL functional becomes

F[n] = 〈�KS[n]|T̂ |�KS[n]〉 + EHxc[n] = Ts[n] + EHxc[n],
(3)

where EHxc[n] is the universal Hartree–exchange–
correlation density functional and Ts[n] is the non-
interacting kinetic energy. An exact multi-determinantal
extension of KS-DFT can be obtained by decompos-
ing the two-electron repulsion into long-range and
short-range parts, as proposed by Savin [20]. This
decomposition is controlled by a parameter μ:

wee(r12) = 1
r12

= wlr,μ
ee (r12) + wsr,μ

ee (r12),

wlr,μ
ee (r12) = erf (μr12)/r12 = 2

r12
√

π

∫ μr12

0
e−t2dt,

(4)

where erf is the error function and μ � [0, +�[. The
key idea in range-separated DFT is to treat the long-
range interaction explicitly and to describe the short-
range counterpart implicitly by means of a density func-
tional, thus leading to the following expression for the
universal LL functional:

F[n] = F lr,μ[n] + Esr,μ
Hxc [n], (5)

where

F lr,μ[n] = min
�→n

〈
�

∣∣T̂ + Ŵ lr,μ
ee

∣∣�〉
= 〈

�μ[n]
∣∣T̂ + Ŵ lr,μ

ee
∣∣�μ[n]

〉
. (6)

In analogy with KS-DFT, the short-range density func-
tional can be decomposed as follows:

Esr,μ
Hxc [n] = Esr,μ

H [n] + Esr,μ
x [n] + Esr,μ

c [n], (7)

where the short-range Hartree term is given by

Esr,μ
H [n] = 1

2

∫ ∫
drdr′n(r)n(r′)wsr,μ

ee
(|r − r′|) , (8)

the short-range exchange part is defined as

Esr,μ
x [n] = 〈

�KS[n]
∣∣Ŵ sr,μ

ee
∣∣�KS[n]

〉 − Esr,μ
H [n], (9)

and the remaining short-range correlation part can be
connected with the conventional (full-range) correlation
functional as follows [28,29]:

Esr,μ
c [n] = Ec[n] + 〈

�KS[n]
∣∣T̂ + Ŵ lr,μ

ee
∣∣�KS[n]

〉
− 〈

�μ[n]
∣∣T̂ + Ŵ lr,μ

ee
∣∣�μ[n]

〉
. (10)
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MOLECULAR PHYSICS 3

From the decomposition in Equation (5), we obtain the
following expression for the exact ground-state energy:

E0 = min
n

{
F lr,μ[n] + Esr,μ

Hxc [n] +
∫

dr vne(r)n(r)
}

,

= min
�

{〈�|T̂ + Ŵ lr,μ
ee + V̂ne|�〉 + Esr,μ

Hxc [n�]
}
,

= 〈
�

μ
0
∣∣T̂ + Ŵ lr,μ

ee + V̂ne
∣∣�μ

0
〉 + Esr,μ

Hxc [n�
μ
0
], (11)

where �
μ
0 is the exact minimising wave function which

has the same density as the fully interacting ground-state
wave function �0, and V̂ne = ∫

dr vne(r)n̂(r), where
n̂(r) is the density operator. It fulfils the following self-
consistent equation:

Ĥμ[n�
μ
0
]
∣∣�μ

0
〉 = Eμ

0
∣∣�μ

0
〉
, (12)

where

Ĥμ[n�
μ
0
] = T̂ + Ŵ lr,μ

ee + V̂ne +
∫

dr
δEsr,μ

Hxc [n�
μ
0
]

δn(r)
n̂(r).

(13)

Range separation leads to an exact combination of wave
function theory and KS-DFT. The former is recovered
when μ → +�, while the latter is recovered when μ

= 0. Note that the spectrum
{Eμ

k

}
k=0,1,2,... of the aux-

iliary long-range interacting Hamiltonian Ĥμ[n�
μ
0
] can

be used as a starting point for approaching the exact
physical spectrum. This can be achieved within the time-
dependent linear response (LR) regime [30]. In this paper,
we will focus on time-independent approaches. One of
them, which was initially proposed by Savin [23], consists
in using the expansion of the auxiliary energies for large
μ values:

Eμ

k = Ek − μ

2
∂Eμ

k

∂μ
+ O

(
1
μ3

)
, (14)

where Ek is the exact kth physical energy, thus leading
to the extrapolated energy through second order in 1/μ
[23–25]:

Eμ

E,k = Eμ

k + μ

2
∂Eμ

k

∂μ
. (15)

As discussed in Section 2.5, such an extrapolation
scheme can also be applied to range-separated ensem-
ble energies in order to obtain more accurate excitation
energies.

2.2. Ensemble density functional theory

In contrast to KS-DFT, ensemble DFT allows for the
calculation of excitation energies. This is achieved by
assigning weights to ground and excited states so that
the weighted sum of energies and densities, referred to as
ensemble energy and ensemble density, respectively, can
be constructed. Let us consider an ensemble consisting of
M states with ensemble weightsw� (w0,w1, … ,wM − 1)
ordered asw0 � w1 � ��� � wM − 1. Note that Boltzmann
weights can be used [21], but it is not compulsory. The
summation constraint

∑M−1
k=0 wk = 1 will be used in the

following so that the ensemble density integrates to the
numberN of electrons. According to the Gross–Oliveira–
Kohn (GOK) variational principle [6],

Ew ≤ Tr[γ̂ wĤ], (16)

where Tr denotes the trace, Ĥ = T̂ + Ŵee + V̂ne is the
physical Hamiltonian, and γ̂ w is a trial ensemble den-
sity matrix constructed from a set ofM orthonormal trial
wave functions {�k}0≤k≤M−1:

γ̂ w =
M−1∑
k=0

wk|�k〉〈�k|. (17)

The exact ensemble energy is the lower bound in Equa-
tion (16):

Ew = Tr[	̂wĤ] =
M−1∑
k=0

wkEk, (18)

where 	̂w = ∑M−1
k=0 wk|�k〉〈�k| is the exact physical

ensemble density matrix, �k is the exact kth eigenfunc-
tion of Ĥ , and E0 � E1 � ��� � EM − 1. The GOK varia-
tional principle extends theHK theorem to ensembles [7],
so that the ensemble energy can be obtained variationally
as follows:

Ew = min
n

{
Fw[n] +

∫
dr vne(r)n(r)

}
, (19)

where the universal LL ensemble functional equals

Fw[n] = min
γ̂ w→n

{Tr[γ̂ w(T̂ + Ŵee)]}. (20)

Note that, in Equation (20), theminimisation is restricted
to ensemble density matrices with ensemble density n:

Tr[γ̂ wn̂(r)] = nγ̂ w (r) = n(r). (21)

Note also that the minimising density in Equation (19)
is the exact ensemble density n

	̂w (r) = ∑M−1
k=0 wkn�k (r).
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4 B. SENJEAN ET AL.

By analogy with KS-DFT, Gross et al. [7] considered the
following partitioning of the LL ensemble functional:

Fw[n] = Tw
s [n] + Ew

Hxc[n], (22)

where Tw
s [n] is the non-interacting ensemble kinetic

energy:

Tw
s [n] = min

γ̂ w→n
{Tr[γ̂ wT̂ ]}

= Tr
[
	̂w
s [n]T̂

]
, (23)

	̂w
s [n] denotes the non-interacting ensemble density

matrix with density n and Ew
Hxc[n] is the weight-

dependent Hartree–exchange–correlation ensemble
functional. The conventional (weight-independent)
ground-state Hartree functional is usually employed [7],
thus leading to the following decomposition:

Ew
Hxc[n] = EH[n] + Ew

x [n] + Ew
c [n], (24)

where the exact ensemble exchange density functional
energy is defined in terms of the non-interacting ensem-
ble density matrix:

Ew
x [n] = Tr

[
	̂w
s [n]Ŵee

] − EH[n]. (25)

Note that the Hartree term will always contain the so-
called ghost-interaction errors [31] when computed with
an ensemble density, simply because it is quadratic in
the input density n. The exact ensemble exchange func-
tional removes such errors, as readily seen in Equa-
tion (25). Since, in practice, approximate functionals are
used, ghost interactions might be significant, thus requir-
ing correction schemes [17,31,32]. This will be discussed
further in Section 6, in the context of range-separated
ensemble DFT.

By using the KS partitioning in Equation (22), the
exact ensemble energy becomes

Ew = min
n

{
Tw
s [n] +

∫
dr vne(r)n(r) + Ew

Hxc[n]
}

,

(26)

or, equivalently,

Ew = min
γ̂ w

{
Tr[γ̂ w(T̂ + V̂ne)] + Ew

Hxc[nγ̂ w ]
}
. (27)

The minimising non-interacting GOK ensemble density
matrix,

	̂w
s =

M−1∑
k=0

wk|�w
k 〉〈�w

k |, (28)

reproduces the exact physical ensemble density:n
	̂w
s
(r) =

n
	̂w (r). Finally, by considering the Lagrangian [22]

Lw[γ̂ w] = Tr[γ̂ w(T̂ + V̂ne)] + Ew
Hxc[nγ̂ w ]

+
M−1∑
k=0

wkEw
k

(
1 − 〈�k|�k〉

)
, (29)

where Ew
k are Lagrange multipliers associated with the

normalisation of the trial wave functions �k from which
the ensemble density matrix is built, we obtain from the
stationarity condition δLw[	̂w

s ] = 0 the self-consistent
GOK-DFT equations [7]:(

T̂ + V̂ne +
∫

dr
δEw

Hxc[n	̂w
s
]

δn(r)
n̂(r)

)
|�w

k 〉 = Ew
k |�w

k 〉.

(30)

2.3. Range-separated ensemble density functional
theory

In analogy with ground-state range-separatedDFT, range
separation can be introduced into the LL ensemble func-
tional [13,21], thus leading to the following decomposi-
tion:

Fw[n] = F lr,μ,w[n] + Esr,μ,w
Hxc [n], (31)

where

F lr,μ,w[n] = min
γ̂ w→n

{
Tr

[
γ̂ w(

T̂ + Ŵ lr,μ
ee

)]}
= Tr

[
	̂μ,w[n]

(
T̂ + Ŵ lr,μ

ee
)]

. (32)

The short-range ensemble density functional is both μ-
and w-dependent. In analogy with GOK-DFT [7], it can
be partitioned as follows:

Esr,μ,w
Hxc [n] = Esr,μ

H [n] + Esr,μ,w
x [n] + Esr,μ,w

c [n], (33)

where the ground-state (w-independent) short-range
Hartree functional defined in Equation (8) is used. The
exact short-range exchange ensemble energy can be
expressed in terms of the non-interacting ensemble den-
sity matrix (see Equation (23)) as

Esr,μ,w
x [n] = Tr

[
	̂w
s [n]Ŵ

sr,μ
ee

] − Esr,μ
H [n], (34)

and, according to Equations (22), (24), (25), (31), and
(32), the complementary short-range correlation energy
for the ensemble can be related with the conventional
(full-range) correlation energy as follows:

Esr,μ,w
c [n] = Ew

c [n] + Tr
[
	̂w
s [n]

(
T̂ + Ŵ lr,μ

ee
)]

−Tr
[
	̂μ,w[n]

(
T̂ + Ŵ lr,μ

ee
)]

. (35)
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MOLECULAR PHYSICS 5

Note that Equation (10) is recovered when the ensem-
ble reduces to the ground state (w0 = 1). Note also
that, as in GOK-DFT, the exact short-range ensemble
energy removes the ghost-interaction errors introduced
in the short-range Hartree energy (see Equations (25)
and (34)). In practice [21,22], the use of (semi-) local
ground-state short-range exchange density functionals
cannot, in principle, remove such errors. In Section 6,
an alternative decomposition of the short-range ensemble
exchange–correlation energy will be proposed and dis-
cussed. The latter provides a rigorous framework for per-
forming ghost-interaction-freemulti-determinant range-
separated ensemble DFT calculations. Work is currently
in progress in this direction.

Returning to the range-separated LL ensemble func-
tional expression in Equation (31), we finally obtain from
Equation (19) the following exact expression for the
ensemble energy:

Ew = min
γ̂ w

{
Tr

[
γ̂ w(

T̂ + Ŵ lr,μ
ee + V̂ne

)] + Esr,μ,w
Hxc [nγ̂ w ]

}
= Tr

[
	̂μ,w(

T̂ + Ŵ lr,μ
ee + V̂ne

)] + Esr,μ,w
Hxc [n

	̂μ,w],
(36)

where the minimising long-range-interacting ensem-
ble densitymatrix 	̂μ,w = ∑M−1

k=0 wk|�μ,w
k 〉〈�μ,w

k | repro-
duces the exact physical ensemble density: n

	̂μ,w (r) =
n

	̂w (r). This density matrix fulfils the following self-
consistent equation, in analogy with Equation (30):

(
T̂ + Ŵ lr,μ

ee + V̂ne +
∫

dr
δEsr,μ,w

Hxc [n
	̂μ,w]

δn(r)
n̂(r)

)
|�μ,w

k 〉
= Eμ,w

k |�μ,w
k 〉. (37)

When μ → +�, we recover the Schrödinger equation
and, when μ = 0, GOK-DFT equations are obtained.

Let us now consider the particular case of two non-
degenerate states. The ensemble weights are then reduced
to twoweights,w0 for the ground state andw1 for the first
excited state. Both can be expressed in terms of a single
weight w:

w0 = 1 − w, w1 = w, (38)

with w � [0, 1/2]. The exact ensemble energy is a linear
function of w,

Ew = (1 − w)E0 + wE1, (39)

and the excitation energy ω is simply the first derivative
of the ensemble energy with respect to w:

ω = dEw

dw
,

= E1 − E0. (40)

Linearity inw also enables to obtain the excitation energy
by linear interpolation between ground state and equi-
ensemble energies:

ω = 2(Ew=1/2 − Ew=0)

= 2(Ew=1/2 − E0). (41)

In this particular case of a two-state ensemble, the exact
range-separated ensemble energy in Equation (36) can be
rewritten as

Ew = (1 − w)〈�μ,w
0 |T̂ + Ŵ lr,μ

ee + V̂ne|�μ,w
0 〉

+w〈�μ,w
1 |T̂ + Ŵ lr,μ

ee + V̂ne|�μ,w
1 〉 + Esr,μ,w

Hxc [n
	̂μ,w ],

(42)

or, equivalently (see Equation (37)),

Ew = (1 − w)Eμ,w
0 + wEμ,w

1

−
∫

dr
δEsr,μ,w

Hxc [n
	̂μ,w ]

δn(r)
n

	̂μ,w (r) + Esr,μ,w
Hxc [n

	̂μ,w ],

(43)

where the auxiliary ensemble density equals the physical
one:

n
	̂μ,w (r) = (1 − w)n�

μ,w
0

(r) + wn�
μ,w
1

(r) = n
	̂w (r).

(44)

Using Equation (40) leads to the following exact expres-
sion for the first excitation energy [13,22]:

ω = Eμ,w
1 − Eμ,w

0 + ∂Esr,μ,w
Hxc [n]
∂w

∣∣∣∣
n=n

	̂w

= �Eμ,w + �μ,w
xc , (45)

where �Eμ,w is the auxiliary (weight-dependent) exci-
tation energy and �

μ,w
xc is the short-range exchange–

correlation derivative discontinuity (the short-range
Hartree term does not depend on the weight as shown in
Equation (33)). As readily seen from Equation (45), the
auxiliary excitation energy is in principle not equal to the
physical one.
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6 B. SENJEAN ET AL.

2.4. Linear interpolationmethod

The construction of approximate ensemble exchange–
correlation functionals is already a challenge in the
context of GOK-DFT [9,11,12,15]. In the case of range-
separated ensemble DFT, an exact adiabatic connec-
tion formula has been derived by Franck and Fro-
mager [13], but no approximations have been devel-
oped so far. The simplest approximation consists in using
the (weight-independent) ground-state short-range func-
tional [21,22],

Esr,μ,w
Hxc [n] → Esr,μ

Hxc [n]. (46)

We shall refer to this approximation as weight-
independent density functional approximation (WIDFA).
The range-separated ensemble energy within WIDFA
can be expressed as

Ẽμ,w = min
γ̂ w

{
Tr

[
γ̂ w(T̂ + Ŵ lr,μ

ee + V̂ne)
] + Esr,μ

Hxc [nγ̂ w ]
}

= Tr
[
γ̂ μ,w(T̂ + Ŵ lr,μ

ee + V̂ne)
] + Esr,μ

Hxc [nγ̂ μ,w ],
(47)

where the minimising ensemble density matrix γ̂ μ,w =∑M−1
k=0 wk|�̃μ,w

k 〉〈�̃μ,w
k | fulfils the following set of self-

consistent equations:
(
T̂ + Ŵ lr,μ

ee + V̂ne +
∫

dr
δEsr,μ

Hxc [nγ̂ μ,w ]
δn(r)

n̂(r)
)

|�̃μ,w
k 〉

= Ẽμ,w
k

∣∣�̃μ,w
k

〉
, 0 ≤ k ≤ M − 1. (48)

Note that the exact physical ensemble density matrix 	̂w

and the exact ensemble energy Ew are recovered from
Equation (47) when μ → +�.

In the particular case of a two-state ensemble with
weight w, the WIDFA excitation energy defined as the
derivative of the WIDFA ensemble energy with respect
to w reduces to the approximate auxiliary excitation
energy [22]:

ω
μ,w
WIDFA = dẼμ,w

dw
= Ẽμ,w

1 − Ẽμ,w
0 = �Ẽμ,w. (49)

As a result, it is both μ- and w-dependent. The ambi-
guity in the choice of the ensemble weight for comput-
ing excitation energies can be overcome by means of lin-
ear interpolations between equi-ensembles [22]. In other
words, the exact linearly interpolated expression in Equa-
tion (41) is used rather than the first-order-derivative-
based expression in Equation (40) in order to com-
pute approximate excitation energies. Both choices are of
course equivalent if exact wave functions and functionals

are used. This LIM leads, for two states, to the following
simple μ-dependent (but w-independent) expression:

ω
μ
LIM = 2(Ẽμ,1/2 − Ẽμ,0). (50)

Interestingly, LIM enables to define an effective derivative
discontinuity that exhibits, in helium for example, similar
variations inw as the exact derivative discontinuity [22]:

�
μ,w
eff = ω

μ
LIM − �Ẽμ,w = ω

μ
LIM − ω

μ,w
WIDFA. (51)

Note that �
μ,w
eff → 0 when μ → +�. As a result, the

extrapolation method of Savin [23] cannot be used in
this context for obtaining more accurate variations of the
short-range derivative discontinuity with w for a fixed
and finite value of μ.

Let us finally mention that LIM can be easily extended
to higher excitations and degenerate states by considering
theWIDFAensemble energy (denoted Ẽμ,w

I in the follow-
ing) defined from the following ensemble weights:

wk =
{ 1−wgI
MI−1

0 ≤ k ≤ MI−1 − 1,
w MI−1 ≤ k ≤ MI − 1,

(52)

where

0 ≤ w ≤ 1
MI

,

MI =
I∑

L=0
gL, (53)

and gL is the degeneracy of the Lth energy. The Ith LIM
excitation energy can then be obtained as follows [22]:

ω
μ
LIM,I = MI

gI

(
Ẽμ,1/MI
I − Ẽμ,1/MI−1

I−1

)
+ 1

MI−1

I−1∑
K=1

gKω
μ
LIM,K .

(54)

From the equality Ẽμ,1/MI−1
I−1 = Ẽμ,0

I , it becomes clear from
Equation (54) that LIM interpolates the ensemble energy
between equi-ensembles. In the particular case of three
non-degenerate states, the second LIM excitation energy
equals, with the notations of Equation (50),

ω
μ
LIM,2 = 3

(
Ẽμ,1/3
2 − Ẽμ,1/2) + 1

2
ω

μ
LIM. (55)

2.5. Extrapolating excitation energies from
range-separated ensemble energies

In the spirit of Savin and co-workers [23–25], we pro-
pose to extrapolate physical excitation energies from the
approximate LIM excitation energies. For that purpose,
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MOLECULAR PHYSICS 7

let us introduce η = 1/μ and consider theμ → +� limit
or, equivalently, η → 0. The WIDFA range-separated
ensemble energy in Equation (47) can be expanded
through second order in η as follows:

Ẽ1/η,w = Ew + Ẽ(−1),wη + Ẽ(−2),wη2 + O(η3), (56)

where, according to the Hellmann–Feynman theorem,

Ẽ(−1),w = dẼ1/η,w

dη

∣∣∣∣∣
η=0

= Tr

⎡
⎣	̂w ∂Ŵ lr,1/η

ee

∂η

∣∣∣∣∣
η=0

⎤
⎦ + ∂Esr,1/η

Hxc [n
	̂w]

∂η

∣∣∣∣∣
η=0

.

(57)

For large μ values, the short-range density functional
energy can be expanded as follows [28,33]:

Esr,μ
Hxc [n] = 1

μ2E
sr,(−2)
Hxc [n] + O

(
1
μ3

)
. (58)

Therefore, the second term on the right-hand side of
Equation (57) equals zero. Moreover, according to Equa-
tion (4),

∂wlr,1/η
ee (r12)

∂η
= − 2

η2√π
e−r212/η2

, (59)

so that

Tr

[
	̂w ∂Ŵ lr,1/η

ee

∂η

]
= −8

√
π

∫ +∞

0

r212
η2 e

−r212/η2
f
	̂w (r12)dr12,

(60)

where f
	̂w (r12) = ∑

k wk f�k (r12) is the exact physical
ensemble intracule density (see, for example, [33]). It
becomes clear from Equation (60) that the first term on
the right-hand side of Equation (57) is also equal to zero,
thus leading to Ẽ(−1),w = 0. In conclusion, for largeμ val-
ues, the deviation of the WIDFA ensemble energy from
the exact one is at least of second order in 1/μ:

Ẽμ,w = Ew + 1
μ2 Ẽ

(−2),w + O
(

1
μ3

)
, (61)

or, equivalently,

Ew = Ẽμ,w + μ

2
∂Ẽμ,w

∂μ
+ O

(
1
μ3

)
. (62)

A similar Taylor expansion can also be obtained for the
auxiliary energies:

Ek = Ẽμ,w
k + μ

2
∂ Ẽμ,w

k

∂μ
+ O

(
1
μ3

)
. (63)

Thus, we obtain from Equations (62) and (63) the follow-
ing extrapolated expressions through second order in 1/μ
for the ensemble energy,

Ẽμ,w
E = Ẽμ,w + μ

2
∂Ẽμ,w

∂μ
, (64)

and the individual energies,

Ẽμ,w
E,k = Ẽμ,w

k + μ

2
∂ Ẽμ,w

k

∂μ
, (65)

respectively. Note that Savin’s extrapolation scheme (see
Equation (15)) is recovered from Equation (65) in the
ground-state density limit (w0 = 1).

Within LIM, the Ith excitation energy ω
μ
LIM,I is

simply expressed as the linear combination of range-
separated equi-ensemble energies that are all computed
at the WIDFA level (see Equation (54)). This expression
becomes exact when μ → +�. Consequently, the exact
Ith excitation energy ωI can be connected to the approx-
imate LIM one as follows:

ω
μ
LIM,I = ωI + 1

μ2ω
(−2)
LIM,I + O

(
1
μ3

)
, (66)

or, equivalently,

ωI = ω
μ
LIM,I + μ

2
∂ω

μ
LIM,I

∂μ
+ O

(
1
μ3

)
, (67)

thus leading to the extrapolated LIM (ELIM) excitation
energy expression through second order in 1/μ,

ω
μ
ELIM,I = ω

μ
LIM,I + μ

2
∂ω

μ
LIM,I

∂μ
. (68)

As illustrated in Figure 1 for He and H2, the LIM excita-
tion energy does vary as μ−2 when μ is large, thus show-
ing that the second-order term in Equation (66) is not
zero.

Let us finally mention that better extrapolations can
be obtained by considering higher order derivatives in
μ [25], but this is left for future work.
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8 B. SENJEAN ET AL.

Figure . Graphical illustration of Equation () for two-state
ensembles: {S, S} in He (top panel), {11�+

g , 21�+
g } in H at equi-

librium (middle panel) and stretched (bottom panel) geometries.
See text for further details.

3. Summary

In this section, we give a summary of all the approxi-
mate methods introduced previously and whose perfor-
mance is discussed in Section 5. All of them rely on the
range separation of the two-electron repulsion that is con-
trolled by the parameter μ in the error function. A typi-
cal value is 0.4 [34] but its influence on the results will be
investigated in details as follows. Note that, when μ = 0,
standard KS-DFT is recovered. On the other hand, wave

function theory is obtained when μ → +�. For inter-
mediate values, the long-range interaction is treated with
wave-function-based methods (full configuration inter-
action (FCI) will be used in this work) and short-
range interactions are described by a complementary μ-
dependent density functional (a local functional will be
used in this work). Range-separatedDFT can be extended
to excited states by means of ensembles. In the particu-
lar case of the first excitation, which is mainly discussed
in the paper, the ensemble consists of the ground-state
and first-excited-state wave functions. A weightw, which
can vary from 0 to 1/2, is assigned to the latter. The
weight associated to the ground state is (1 − w). The
exact ensemble energy, which is nothing but the weighted
sum of the ground-state and first-excited-state energies,
is linear in w. Therefore, its range-separated expres-
sion should also be linear in w (and μ-independent) if
the exact w-dependent short-range ensemble functional
were used. Note that, for a given μ value, ground-state
range-separatedDFT is recoveredwhenw = 0. Returning
to the short-range functional for the ensemble, a simple
approximation consists in employing ground-state short-
range functionals (a local one in our case) which has,
therefore, no weight dependence. As a result, the approx-
imate range-separated ensemble energy becomes bothμ-
andw-dependent and, for a givenμ value, it exhibits cur-
vature in w. Of course, this is not the case in the exact
theory so that the derivative of the ensemble energy with
respect to w is w-independent and equal to the exact
excitation energy. The definition of approximate excita-
tion energies is then not trivial since the derivative of the
range-separated ensemble energy, which is referred to as
auxiliary excitation energy, varies with w. LIM is a way
to remove this weight dependence, simply by construct-
ing, for a given μ value, the linear interpolation between
the ground state and the equi-ensemble (w = 1/2). The
slope of the linearly interpolated range-separated ensem-
ble energy gives an approximate excitation energy which
is weight-independent by construction. Of course, it still
depends on μ. When μ → +�, both auxiliary and LIM
excitation energies become exact. Therefore, the extrapo-
lation technique of Savin [23] can be applied in this con-
text, thus leading for LIM to the ELIM approach. The
method can be generalised to an arbitrary number of
states. An example will be given for three states in H2
along the bond-breaking coordinate.

4. Computational details

Extrapolated auxiliary and LIM excitation energies (see
Equations (65) and (68)) have been computed with a
development version of the DALTON program pack-
age [35,36]. Only the spin-independent short-range
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MOLECULAR PHYSICS 9

local density approximation (srLDA) [20,37] has been
used. It was shown in a previous work [22] that the
short-range Perdew–Burke–Ernzerhof-type functional of
Goll et al. [38] gives rather similar results, at least for
the systems considered in this work. Basis sets are aug-
cc-pVQZ [39,40]. Orbital relaxation and long-range cor-
relation effects have been treated self-consistently at the
FCI level. Calculations have been performed on He and
Be atoms as well as H2 and HeH+ molecules. For Be, the
1s orbital was kept inactive. The following two-state sin-
glet ensembles have been studied: {11S, 21S} for He and
Be, {11�+, 21�+} for the stretched HeH+ molecule (R
= 8.0 a0), and {11�+

g , 21�+
g } for H2 at equilibrium (R =

1.4 a0) and stretched (R= 3.7 a0) geometries. In addition,
the three-state singlet ensemble {11�+

g , 21�+
g , 31�+

g } in
H2 has been considered along the bond-breaking coor-
dinate. In the latter case, comparison is made with
time-dependent multi-determinant range-separated LR
theory [30] using a FCI long-range interactingwave func-
tion. Extrapolations have been obtained by finite differ-
ences with �μ = 0.005a−1

0 .

5. Results and discussion

5.1. Weight dependence of the ensemble and
auxiliary energies

The two-state 1�+ WIDFA range-separated ensemble
energy and its extrapolation (see Equation (64)) have
been computed for the stretched HeH+ molecule when
varying the ensemble weight w for μ = 0.4 and μ = 1.
Results are shown in Figure 2. Note that 21�+ is a charge-
transfer state. LIM and ELIM ensemble energies are also
plotted. By construction, both are linear in w, whereas
the WIDFA ensemble energy is curved [22]. When μ =
0.4, the curvature is significantly reduced by the extrap-
olation. In addition, the extrapolated WIDFA ensemble
energy is much closer to FCI. Note also that the slope
at w = 0, which corresponds to the auxiliary excita-
tion energy associated with the ground-state density [22],
becomes very close to the FCI one after extrapolation.
This illustrates graphically the relevance of using extrap-
olated auxiliary energies for computing physical excita-
tion energies [24,25]. For μ = 1.0, the extrapolation has
less impact simply because the WIDFA ensemble energy
has a less pronounced curvature. The contribution of the
srLDA functional to the energy is simply reduced. ELIM
and extrapolated WIDFA ensemble energies are almost
indistinguishable. This was expected since both WIDFA
and LIM ensemble energies (with or without extrapola-
tion) become equal to the (linear) FCI ensemble energy
when μ → +�. Note, however, that for μ = 1.0, the
extrapolation enlarges the deviation of the ensemble

Figure . WIDFA and LIM ensemble energies computed with and
without extrapolation for the stretched HeH+ molecule atμ= .
(top panel) andμ = . (bottom panel), when varying the ensem-
ble weightw. Energies atw =  have been subtracted for ease of
comparison. See text for further details.

energy from the FCI one. This will be analysed further
in Section 5.2.

Let us now focus on the auxiliary excitation energies.
In a previous work [22], some of the authors pointed
out that the latter can be strongly weight-dependent,
thus motivating the formulation of LIM. Extrapolation
schemes are usually applied to auxiliary excitation ener-
gies based on the ground-state density [24,25]. In this
section, we extrapolated from weight-dependent auxil-
iary excitation energies (see Equation (65)) for analy-
sis purposes. Results are presented in Figure 3 for He,
Be, and HeH+, and in Figure 4 for H2 in equilibrium
and stretched geometries. As expected [22], the weight
dependence of the auxiliary excitation energy before
extrapolation is reduced when increasing μ from 0.4 to
1.0. For μ = 0.4 and 1.0, the extrapolation reduces the
weight dependence but, in general, it does not remove it
completely.

5.2. Extrapolated LIM excitation energies

As discussed previously, LIM provides approximate
excitation energies which are weight-independent by
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10 B. SENJEAN ET AL.

Figure . Auxiliary excitation energies computed with and with-
out extrapolation for He (top panel), Be (middle panel), and the
streched HeH+ molecule (bottom panel) at μ = . and μ = .,
when varying the ensemble weight w. Comparison is made with
FCI. See text for further details.

construction. In this section, we investigate the impact
of the extrapolation on the LIM excitation energies when
varying μ. For analysis purposes, comparison is made
with the extrapolated auxiliary excitation energies based
on the ground-state density. Results are presented in Fig-
ures 5 and 6.

Note that, by definition, the extrapolation has no
effect at μ = 0. On the other hand, with or without
extrapolation, FCI excitation energies are recovered

Figure . First auxiliary excitation energy computed with and
without extrapolation for H at equilibrium (top panel) and
stretched (bottom panel) geometries with μ = . and μ = .,
when varying the ensemble weight w. Comparison is made with
FCI. See text for further details.

when μ → +�. Without extrapolation, LIM and aux-
iliary excitation energies are close to the FCI results
when μ � 2.0 for Be and H2 at equilibrium (middle
and bottom panels of Figures 5 and 6, respectively), and
when μ � 3.0 for He, HeH+, and stretched H2 (top and
bottom panels of Figure 5 and bottom panel of Figure 6,
respectively). We see that the extrapolation improves the
convergence in μ of both LIM and auxiliary excitation
energies towards the FCI values. However, better results
are not systematically obtained for all μ values. In He,
HeH+, and H2 at equilibrium, for example, the extrapo-
lation makes LIM deviate from FCI when 0.5 � μ � 1.0.
As shown in [25], this is related to the non-monotonic
convergence of the excitation energies to the FCI values.
Such a deterioration of LIM is also observed when μ is
close to zero. The excitation energies are underestimated
in that region and decrease with μ. This pattern was
not observed for the auxiliary excitation energies in
[24,25], probably because the authors computed accurate
short-range potentials along the range-separated
adiabatic connection. It would be interesting, for
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MOLECULAR PHYSICS 11

Figure . LIM excitation energies computed with and without
extrapolation for He (top panel), Be (middle panel), and the
stretched HeH+ molecule (bottom panel), when varying μ. Com-
parison is made with the auxiliary excitation energies and FCI.

rationalisation purposes, to compare exact and srLDA
LIM excitation energy expansions for small μ values.
This is however, outside the scope of the current work.

Note finally that, for the typical μ = 0.4 value [34],
ELIM gives relatively accurate results. In the particular
case of the stretched H2 molecule, the improvement of
the doubly excited 21�+

g excitation energy after extrapo-
lation is remarkable.

Figure . First 1�+
g LIM excitation energy computed with and

without extrapolation for H at equilibrium (top panel) and
stretched (bottom panel) geometries when varying μ. Compari-
son is made with the auxiliary excitation energy and FCI.

5.3. 21�+
g and 31�+

g excitation energies in H2

21�+
g and 31�+

g excitation energies in H2 have been
computed along the bond-breaking coordinate with var-
ious methods. The range-separation parameter μ was
set to the typical μ = 0.4 value [34]. Results are pre-
sented in Figure 7. For analysis purposes, auxiliary exci-
tation energies associated with the ground-state density
(w0 = 0) are compared with FCI and time-dependent
multi-determinant range-separated LR results (see the
top panel). In the equilibrium region (R � 1.4a0), LR
excitation energies are a bit closer to FCI values than the
auxiliary excitation energies. This is due to the short-
range kernel [22,30]. For larger bond distances (3a0 �
R� 3.5a0), the avoided crossing obtained at the FCI level
is not well reproduced. Auxiliary energies give almost a
crossing while LR slightly increases the gap between the
two excitation energies once again because of the short-
range kernel. When approaching the dissociation limit,
the latter does not contribute anymore to the 21�+

g LR
excitation energy that becomes identical to the auxiliary
one. This is due to the doubly excited character of the
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12 B. SENJEAN ET AL.

Figure . First and second 1�+
g excitation energies computed in

H along the bond-breaking coordinate with μ = .. Top panel:
linear response (LR) versus auxiliary energies. Middle panel: LIM
versus auxiliary energies. Bottom panel: LIM versus ELIM. Compar-
ison is made with FCI. See text for further details.

excitation which does not induce changes in the den-
sity through first order [22,30]. Note the slight difference
between 31�+

g auxiliary and LR excitation energies. In
this case, the short-range kernel does contribute. Let us
finally point out that both range-separated approaches
underestimate the excitation energies.

Let us now discuss the performance of LIM (middle
panel of Figure 7). It is remarkable that, in the equilibrium
region, LIM excitation energies are much more accurate
than the auxiliary ones for both 21�+

g and 31�+
g states.

The avoided crossing is relatively well located within LIM
but, like that at the LR level, it is not well reproduced (the
states are too close in energy). For larger bond distances,
21�+

g LIMand auxiliary excitation energies become iden-
tical, as expected [22]. On the other hand, those differ
slightly for the 31�+

g state. In summary, LIM significantly
improves on both LR and auxiliary excitation energies
only in the equilibrium region.

Turning to ELIM results (bottompanel of Figure 7), we
first notice that, in the equilibrium region, the 21�+

g exci-
tation energy curve is almost on the top of the FCI one,
as expected from the top panel of Figure 6. The extrapo-
lation has less impact on the 31�+

g state. For the latter, it
actually enlarges the deviation from FCI. This is simply
due to the fact that, without extrapolation, LIM already
overestimates the 31�+

g excitation energy. The positive
slope in μ of the LIM excitation energy in the vicinity
of μ = 0.4, exactly like that for the 21�+

g state (see the
top panel in Figure 6), increases further the excitation
energy. When the bond is stretched, ELIM improves on
both individual excitation energies (both become much
closer to the reference FCI values). The effect of the
extrapolation becomes significant when approaching the
dissociation limit. However, even though the avoided
crossing remains relatively well located within ELIM, the
two states become closer in energy after extrapolation.
This shows how challenging it is to develop a reliable
multi-determinant state-averaged range-separated DFT
for modelling (avoided) crossings. It is still unclear if a
ghost-interaction correctionwould provide better results.
Work is currently in progress in this direction.

6. Perspective: a remedy for the
ghost-interaction error in multi-determinant
range-separated DFT

Unlike in Hartree–Fock theory, the exact cancellation of
Hartree and exchange terms, for one electron systems, is
not possible in KS-DFT when using local or semi-local
functionals, thus inducing the so-called self-interaction
errors. However, the use of orbital-dependent functionals
can correct for this. Another type of error, referred to as
ghost-interaction error [31], is introduced in ensemble
DFT calculations when an ensemble density is inserted
into the usual (or short-range) Hartree density func-
tional. The ghost-interaction terms contain products
of densities associated with different states. The use of
local or semi-local exchange–correlation functionals
cannot be expected to correct for such errors [17]. Note
that, in multi-determinant range-separated ensemble
DFT, densities are calculated from multi-determinant
wave functions so that standard ghost-interaction
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MOLECULAR PHYSICS 13

correction schemes, which have been developed in the
context of GOK-DFT, cannot be used straightforwardly.

In the present section, we propose an alternative
decomposition of the short-range ensemble exchange–
correlation energy which has the advantage of being
ghost-interaction-free. For that purpose, we use the
concept of multi-determinantal (md) short-range exact
exchange introduced by Toulouse et al. [41] in the con-
text of ground-state range-separated DFT and extend it
to ensembles as follows:

Esr,μ,w
Hxc [n] = Esr,μ

H [n] + Esr,μ,w
x,md [n] + Esr,μ,w

c,md [n] , (69)

where

Esr,μ,w
x,md [n] = Tr

[
	̂μ,w[n]Ŵ sr,μ

ee

]
− Esr,μ

H [n], (70)

and, according to Equations (33) and (34),

Esr,μ,w
c,md [n] = Esr,μ,w

c [n] + Tr
[
	̂w
s [n]Ŵ

sr,μ
ee

]
−Tr

[
	̂μ,w[n]Ŵ sr,μ

ee

]
. (71)

Note that the expression in Equation (70) involves the
ensemble density matrix of the long-range interacting
system with ensemble density n rather than the nonin-
teracting one (see Equation (34) for comparison). Finally,
the complementary short-range correlation functional
Esr,μ
c,md[n] that is adapted to the exact multi-determinant

short-range exchange of Toulouse et al. [41] is recovered
in the ground-state limit (w0 = 1). Since, according to
Equation (37),

	̂μ,w[n
	̂μ,w] = 	̂μ,w, (72)

combining the alternative decomposition in Equa-
tion (69) with Equation (36) leads to the exact ensemble
energy expression as follows:

Ew = Tr
[
	̂μ,w

(
T̂ + Ŵee + V̂ne

)]
+ Esr,μ,w

c,md
[
n

	̂μ,w

]
.

(73)

Like in the ground-state theory, this expression can-
not be variational with respect to the ensemble den-
sity matrix, otherwise double-counting problems would
occur [29]. Optimised effective potential techniques
should be applied in this context to avoid such prob-
lems [29]. A simple approximation would consist in
replacing the exact auxiliary ensemble density matrix
with the one obtained at the WIDFA level (see Equa-
tion (47)):

	̂μ,w → γ̂ μ,w. (74)

Moreover, in the spirit of WIDFA, one could use the
ground-state correlation functional, for which a LDA has
been developed [42], rather than the ensemble functional
(for which no approximations have been developed so
far):

Esr,μ,w
c,md [n] → Esr,μ

c,md[n]. (75)

Note that the resulting approximate ensemble energy
will be ghost-interaction-free. Interestingly, the alterna-
tive separation of short-range ensemble exchange and
correlation energies is a way to introduce (implicitly)
weight dependence into the short-range ensemble func-
tional. The resulting approximate ensemble energy may
also have less curvature in the ensemble weights than the
WIDFA one, but to ensure this would require numerical
investigation. Note finally that LIM can also be applied in
this context in order to compute excitation energies.

7. Conclusion

The extrapolation scheme initially proposed by Savin [23]
in the context of ground-state range-separated DFT
has been extended to ensembles of ground and excited
states. This can be achieved when expanding the range-
separated ensemble energy in powers of 1/μ, where μ is
the parameter that controls the range separation of the
two-electron repulsion. Combining this approach with
the recently proposed LIM [22] enables to compute exci-
tation energies that, by construction, do not depend on
the choice of the ensemble weights. We have shown on
a small test set consisting of He, Be, H2, and HeH+

that, for the typical μ = 0.4 value, the ELIM can pro-
vide accurate (sometimes very accurate) excitation ener-
gies even for charge-transfer and doubly excited states. It
was also shown that, in the stretched H2 molecule, the
extrapolation can improve on excitation energies indi-
vidually but the relative excitation energy can be dete-
riorated, thus leading to an inaccurate description of
avoided crossings. Such problems should be investigated
further in the future in order to turn multi-determinant
range-separated DFT into a reliable computational tool
for modelling photochemistry, for example. A poten-
tial source of errors in LIM and ELIM calculations is
the so-called ghost-interaction error that is introduced
when inserting an ensemble density into the short-range
Hartree functional. We proposed an alternative sepa-
ration of ensemble short-range exchange and correla-
tion energies which, in principle, enables the calcula-
tion of ghost-interaction-free excitation energies in the
context of multi-determinant range-separated ensemble
DFT. Work is currently in progress in this direction.
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