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The augmented potential introduced by Levy and Zahariev [Phys. Rev. Lett. 113, 113002 (2014)] is
shifted with respect to the standard exchange-correlation potential of the Kohn-Sham density func-
tional theory by a density-dependent constant that makes the total energy become equal to the sum
of the occupied orbital energies. In this work, we analyze several features of this approach, focus-
ing on the limit of infinite coupling strength and studying the shift and the corresponding energy
density at different correlation regimes. We present and discuss coordinate scaling properties of the
augmented potential, study its connection to the response potential, and use the shift to analyze the
classical jellium and uniform gas models. We also study other definitions of the energy densities in
relation to the functional construction by local interpolations along the adiabatic connection. Our
findings indicate that the energy density that is defined in terms of the electrostatic potential of the
exchange-correlation hole is particularly well suited for this purpose. Published by AIP Publishing.
https://doi.org/10.1063/1.4997311

I. INTRODUCTION

The most common successes and failures of the use of the
Kohn-Sham Density Functional Theory (KS DFT)1 depend on
the approximate exchange-correlation (xc) functionals. This is
the key quantity in KS DFT and, as its exact form is com-
putationally intractable for systems with more than a few
particles,2,3 the xc functional must be approximated. Density
functional approximations (DFAs) offer a variety of models
that can be more or less expensive to compute and more or
less accurate.4–8 One of the main problems of most of the
present DFAs is that they have a bias towards the weak cor-
relation regime. Attempting to avoid this bias, it has been
proposed to construct the xc functional via a local interpo-
lation along the adiabatic connection (AC) between the weak
and strong coupling limits.9–13 It has been shown that this local
approach is generally more accurate and more amenable to
the construction of size-consistent approximations than their
global14–17 (i.e., integrated over all space) counterparts.9,12

These approaches employ xc energy densities as interpolation
input quantities, arising from both the weak and the strong
coupling limits. It is well known that the xc energy densities
are not uniquely defined and thus one has to be specific on
their definition or gauge. A gauge often considered and dis-
cussed in DFT is the one of the electrostatic potential of the
exchange-correlation hole and that gauge has been used in the
local interpolation schemes so far.9–12 However, as said, this
gauge is not unique and it is one of the purposes of this work to
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p.gorigiorgi@vu.nl

analyze other possibilities, with particular focus on the one that
arises from the recent work of Levy and Zahariev (LZ).18–20

In the LZ approach, the usual Hartree-exchange-
correlation (Hxc) potential (that vanishes at infinity for finite
systems) is augmented by a density-dependent shift, which
we call here the LZ constant. The appealing feature of this
approach is that the total ground state energy is equal to the sum
of the corresponding KS occupied orbital energies, allowing
one to model the xc potential without using line integrals21–24

to recover the associated energy. In addition to that, it has been
shown that upon any isoelectronic changes in the density, the
LZ potential changes less on average than the corresponding
usual Hxc potential.18 Furthermore, while it is well known that
the latter potential exhibits a discontinuity with the onset of
the fractional electron number,25,26 the former does not exhibit
that feature.18 It has also been shown that the shift appearing
in the LZ potential arises very naturally in the strong coupling
limit of KS DFT, with a physically transparent meaning.27

In this work, we analyze some properties of the LZ poten-
tial that can be useful to build approximations that are not
biased towards weak correlation, such as its strong coupling
limit, scaling constraints on the LZ shift at weak and strong
correlation, its relation to the response potential, and the cor-
responding energy density at different coupling strengths. We
also show that the LZ constant can be used to analyze the
classical uniform electron gas. We then consider the virial
gauge and we show explicitly that the well-known Levy-
Perdew virial relation for the exchange potential28 also holds
for the xc potential in the strong coupling limit, generalising
to any number of electrons N and any geometry the orig-
inal proof of Seidl29 for N = 2 in the case of spherically
symmetric densities. Finally, we analyze the effective charge
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associated with the exchange-correlation hole at different
coupling strengths.30,31

Hartree atomic units are used throughout the paper.

II. THEORETICAL BACKGROUND

In KS DFT, the ground state energy and density of a system
with an external potential v are given by

EGS = min
ρ

{
Ts[ρ] +

∫
v(r)ρ(r)dr + EHxc[ρ]

}
, (1)

where T s[ρ] is the KS noninteracting kinetic energy func-
tional,1,32

Ts[ρ] = min
Ψ→ρ
〈Ψ|T̂ |Ψ〉, (2)

and EHxc[ρ] represents the sum of the Hartree U[ρ] and the
xc functional Exc[ρ]. For any practical purposes, Exc[ρ] must
be approximated. In KS DFT, the minimization in Eq. (1) is
carried out by varying the orbitals of the single Slater determi-
nant that usually satisfies Eq. (2), leading to the single-particle
KS equations,

[
−

1
2
∇2 + v(r) + vHxc([ρ]; r)

]
φi(r) = ε iφi(r),

ρ(r) =
occ∑
i=1

|φi(r)|2,
(3)

where vHxc([ρ]; r) is the functional derivative of EHxc[ρ] with
respect to the density, supplemented by the condition vHxc([ρ];
|r|→∞) = 0.

The density-fixed adiabatic connection (AC) formal-
ism33,34 provides an exact expression for Exc[ρ], by introduc-
ing the functional Fλ[ρ], with λ a real and positive coupling
constant,32

Fλ[ρ] = min
Ψ→ρ
〈Ψ|T̂ + λ V̂ee |Ψ〉. (4)

By denoting Ψλ[ρ] the minimizing wavefunction in Eq. (4),
we have

Exc[ρ] =
∫ 1

0
Wλ[ρ]dλ, (5)

where Wλ[ρ] is the global AC integrand,

Wλ[ρ] = 〈Ψλ[ρ]|V̂ee |Ψλ[ρ]〉 − U[ρ]. (6)

We can write Wλ[ρ] in terms of the λ-dependent energy
densities, wλ(r),

Wλ[ρ] =
∫
wλ(r)ρ(r)dr. (7)

The energy density wλ(r) is not uniquely defined, as adding to
it any function that integrates to zero when multiplied by the
density would not change the value of the global quantities.
Therefore, for meaningful comparison of energy densities at
different λ, one has to be specific on their definition (or gauge).
One of the most common gauges in DFT is the one of the
electrostatic potential of the x/xc hole,9,35–38 which has just
recently been used for the constructions of xc functionals via
local interpolation along the adiabatic connection.9 The energy
densities within this gauge, which we denote as whole

λ (r), are
given by

whole
λ (r) =

1
2

∫
hλxc (r, r′)
|r − r′ |

dr′, (8)

where hλxc (r, r′) is the xc hole defined as

hλxc(r, r′) =
Pλ2 (r, r′)

ρ(r)
− ρ(r′), (9)

with Pλ2 (r, r′) the pair-density of Ψλ,

Pλ2 (r, r′) = N(N − 1)
∑

σ1...σN

∫
|Ψλ(rσ1, . . . , rNσN )|2

× dr3 . . . drN . (10)

In addition to the energy density gauge in terms of the
electrostatic potential of the XC hole, there are several other
definitions of the DFT energy densities proposed in the litera-
ture.18,39,40 A very recent definition for the Hartree-exchange-
correlation energy density comes from the augmented poten-
tial, proposed by Levy and Zahariev,18 which shifts vHxc

([ρ]; r) by the constant C[ρ],

vLZ
Hxc([ρ]; r) = vHxc([ρ]; r) + C[ρ], (11)

in such a way that the ground state energy is equal to the
sum of the corresponding KS occupied orbital energies εLZ

i ,
EGS =

∑N
i ε

LZ
i . The shifted potential vLZ

Hxc([ρ]; r) is still a func-
tional derivative of Exc[ρ] for isoelectronic changes because
the integral is zero of a constant times the infinitesimal differ-
ence between two densities, when these two densities integrate
to the same number of electrons. Indeed, vLZ

Hxc([ρ]; r) generates
the exact density upon self-consistency, just as the original KS
potential. The constant lim |r |→∞ vLZ

Hxc([ρ]; r) = C[ρ] must then
be equal to

C[ρ] =
EHxc[ρ] − ∫ vHxc([ρ]; r)ρ(r)dr

∫ ρ(r)dr
. (12)

Of course Eq. (12) is not useful if one already has an approx-
imation for EHxc[ρ]; the point of the LZ approach is that one
should try to directly build approximations for vLZ

Hxc([ρ]; r),
avoiding the need of line integrals.21–24 Studying the exact
properties of vLZ

Hxc([ρ]; r) from Eq. (12) can provide guiding
principles for the construction of such approximations. Using
Eq. (12), we can partition C[ρ] into the Hartree, exchange, and
correlation components (we drop from now on the argument
[ρ] in the potentials),

C[ρ] =
U[ρ] − ∫ vH(r)ρ(r)dr

∫ ρ(r)dr︸                       ︷︷                       ︸
CH[ρ]=−U[ρ]/N

+
Ex[ρ] − ∫ vx(r)ρ(r)dr

∫ ρ(r)dr︸                       ︷︷                       ︸
Cx[ρ]

+
Ec[ρ] − ∫ vc(r)ρ(r)dr

∫ ρ(r)dr︸                       ︷︷                       ︸
Cc[ρ]

, (13)

where vH(r) is the Hartree potential. As shown above, C[ρ]
consists of the Hartree and the xc component. The Cxc[ρ]
component of C[ρ] is then equal to

Cxc[ρ] =
Exc[ρ] − ∫ vxc(r)ρ(r)dr

∫ ρ(r)dr
. (14)

Multiplying the xc part of the augmented potential of Eq. (11)
by the density and integrating over all space, we obtain the xc
energy,

Exc[ρ] =
∫
vLZ

xc (r)ρ(r)dr. (15)
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From Eq. (15), we see that vLZ
xc (r), besides being a functional

derivative of Exc[ρ] for isoelectronic changes in ρ, also defines
an XC energy density gauge (hereinafter the LZ gauge) that
will be compared with other gauges in Sec. VI.

III. CONNECTION BETWEEN THE AUGMENTED
POTENTIAL AND THE RESPONSE POTENTIAL

In this section, we give a simple relation between the LZ
constant and the response potential studied by Baerends and
co-workers (see, e.g., Refs. 41–43). We start from the exact
equation

Exc[ρ] =
1
2

∫ ∫
ρ(r)ρ(r′)

ḡxc(r, r′)
|r − r′ |

drdr′, (16)

where ḡxc(r′, r′′) is the coupling constant averaged (CCA)
pair-correlation function, which can be expressed in terms of
the CCA exchange-correlation hole,

ρ(r′)ḡxc(r, r′) =
∫ 1

0
hλxc(r, r′)dλ. (17)

Taking the functional derivative of Exc[ρ] expressed by Eq.
(16) with respect to the density, we can partition vxc(r) as41–43

vxc(r) = v̄resp(r) + 2 w̄hole
xc (r), (18)

where w̄hole
xc (r) is the coupling constant averaged xc energy

density in the gauge of the electrostatic potential of the xc
hole,9,35–38

w̄hole
xc (r) =

1
2

∫ 1

0
dλ

∫
hλxc(r, r′)
|r − r′ |

dr′, (19)

and v̄resp(r) is the response potential that includes the kinetic
contribution via the coupling-constant average,41–43

v̄resp(r) =
1
2

∫ ∫
ρ(r′)ρ(r′′)
|r′ − r′′ |

δḡxc(r′, r′′)
δρ(r)

dr′dr′′. (20)

The potential v̄resp(r) can be interpreted as a measure of the
sensitivity of the pair-correlation function to density varia-
tions.41,42 The response potential is a part of the xc potential
that does not contribute to the xc energy, since the xc functional
can be written only in terms of the second term appearing on
the right-hand side of Eq. (18),

Exc[ρ] =
∫
w̄hole

xc (r)ρ(r)dr. (21)

Plugging Eq. (18) into Eq. (11) and using the definitions of
Eq. (13), we obtain for the xc part

vLZ
xc (r) = v̄resp(r) + 2w̄hole

xc (r) + Cxc[ρ]. (22)

By multiplying both sides of this equation by the density
ρ(r) and integrating over all space, we can find a relation-
ship between the non-trivial part Cxc[ρ] of the constant C[ρ]
and the expectation value V̄resp[ρ] of the response potential,43

defined as

V̄resp[ρ] =
∫
v̄resp(r)ρ(r)dr. (23)

This relationship reads as

Cxc[ρ] = −
Exc[ρ] + V̄resp[ρ]

N
(24)

and shows that one could approximate the constant being
guided by the sum of average properties of the response
potential and of the xc functional.41–44

IV. THE CONSTANT C[ρ] IN THE STRONG COUPLING
LIMIT OF DENSITY FUNCTIONAL THEORY

The strictly correlated electron (SCE) functional is the
natural counterpart of the non-interacting KS kinetic energy
functional given in Eq. (2).29,45–47 It is defined by the following
constrained search minimization:15,45,46

VSCE
ee [ρ] = inf

Ψ→ρ
〈Ψ|V̂ee |Ψ〉, (25)

and gives the λ → ∞ limit of the density-fixed adiabatic
connection15,45 of Eq. (6). A candidate for the minimizing
|Ψ∞

[
ρ
]
|
2 is a distribution parametrized by the so-called co-

motion functions f i (r),38,45 with a simple physical meaning: if
a reference electron is found at r, then ri = f i(r) determines the
position of all the other electrons in the system.45 In terms of
the co-motion functions, the SCE functional VSCE

ee [ρ] is given
by38

VSCE
ee [ρ] = inf

{fn }:ρ

∫
ρ(r)

2

N∑
i=2

1
|r − f i(r)|

dr, (26)

with f i(r) satisfying group properties

f1(r) ≡ r,

f2(r) ≡ f(r),

f3(r) = f(f(r)),

...

fN (r) = f(f(. . . f(r) . . . ))︸              ︷︷              ︸
N – 1 times

,

f(f(. . . f(r) . . . ))︸              ︷︷              ︸
N times

= r,

(27)

and the constraint “{fn}: ρ” meaning that the co-motion
functions satisfy the equation

ρ
(
f(r)

)
J(f(r)) = ρ(r), (28)

where J(f i(r)) is the Jacobian of the transformation r→ f i(r)
(see Ref. 48 for a recent review). The co-motion functions
ansatz has been proven49 to be exact, but it might happen
that it yields only an infimum and not a minimum.48,49 Even
though the SCE functional has an ultra nonlocal character, we
can easily compute its functional derivative, the SCE potential
vSCE(r), using the following exact relation:50,51

∇vSCE(r) = −
N∑

i=2

r − f i(r)

|r − f i(r)|3
, (29)

which defines the potential up to a constant. As usual for sys-
tems with a fixed number of particles, this constant is fixed by
the condition that vSCE(r) vanishes when |r|→∞.50,52,53

In the strong coupling limit, the constant C[ρ] arises
very naturally from the SCE functional27 using the dual Kan-
torovich formulation51 that provides an alternative expression
for VSCE

ee [ρ],

VSCE
ee [ρ]= max

u




∫
u(r)ρ(r)dr :

N∑
i=1

u(ri) 6
N∑

i=1

N∑
j>i

1
|ri − rj |




.

(30)
The Kantorovich potential u(r), which achieves the maximum
in Eq. (30), differs from the SCE potential only by a constant
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and that constant is exactly the one appearing in Eq. (11) in
the strong coupling limit,27

CSCE[ρ] = u(r) − vSCE(r). (31)

To understand the meaning of this constant, we invoke again
the λ-dependent Hohenberg-Kohn functional Fλ[ρ] given in
Eq. (4). If the density ρ is v-representable for all λ, the
Lagrange multiplier associated with the constraint Ψ → ρ
yields a one-body potential V̂λ[ρ], defining a series of
λ-dependent hamiltonians Ĥλ = T̂ + λV̂ee + V̂λ[ρ], whose
ground-state wavefunctions Ψλ have all the same density ρ.
In the limit λ →∞, Ĥλ becomes classical,45,54

Ĥλ→∞ = λ(V̂ee − V̂SCE). (32)

This hamiltonian defines a classical electrostatic problem with
a degenerate minimum on a 3-dimensional manifold of the
full 3N-dimensional configuration space. The manifold is
parametrized by the co-motion functions.45,54 As the total
energy of this system is given by N CSCE[ρ], we can write
CSCE[ρ] as27

CSCE[ρ] =
1
N

lim
λ→∞

〈Ψλ[ρ]|Ĥλ |Ψλ[ρ]〉
λ

. (33)

Taking the limit in this expression,54 we can see that CSCE[ρ]
represents the electrostatic energy per electron (within the
standard gauge in which all the potentials appearing in the
hamiltonian are set to zero at infinity),27

CSCE[ρ] = min
r1,...rN

∑N
j>i

1
|ri−rj |

−
∑N

i=1 vSCE(ri)

N

=

∑N
j>i

1
|f i(r)−f j(r)|

−
∑N

i=1 vSCE(f i(r))

N
, (34)

where the minimum is degenerate in r so that one can obtain
the constant by choosing any value of r, for example, by keep-
ing one of the electrons at infinity.27 In the case in which the
SCE state only provides an infimum, the same results can be
applied to the support of the minimizing distribution.48 This
electrostatic meaning of the LZ constant in the SCE limit could
be used to build approximations.

A. Scaling of the constant C[ ρ] in the weak and strong
coupling limits

In the SCE limit, Eq. (12) becomes27

CSCE[ρ] = VSCE
ee [ρ] − ∫

vSCE(r)ρ(r)dr

∫ ρ(r)dr
. (35)

Defining ργ(r) = γ3ρ(γ r), with γ > 0,28,55 we can determine
a scaling relation for the CSCE[ρ] constant. Knowing how this
object scales under uniform coordinate scaling is an impor-
tant exact constraint for approximating this quantity. The SCE
functional and potential satisfy the scaling relations56

VSCE
ee [ργ] = γVSCE

ee [ρ] (36)

and
vSCE([ργ], r) = γvSCE([ρ], γr). (37)

The γ-scaled CSCE[ρ] reads as

CSCE[ργ] = VSCE
ee [ργ] −

∫ vSCE([ργ], r)ργ(r)dr

∫ ργ(r).dr
. (38)

Plugging Eqs. (36) and (37) into Eq. (38), we obtain the scaling
relation for CSCE[ρ],

CSCE[ργ] = γVSCE
ee [ρ] −

γ ∫ vSCE(γr)ργ(r)dr

∫ ργ(r)dr
. (39)

From the previous equation, it follows that CSCE[ργ] obeys the
following scaling relation:

CSCE[ργ] = γCSCE[ρ]. (40)

Combining Eqs. (31), (37), and (40), we obtain the follow-
ing scaling relation for the Kantorovich potential, i.e., the
augmented Hxc potential in the SCE limit:

u([ργ], r) = γu([ρ], γr). (41)

B. C[ρ] at different coupling strengths
for small atoms

Here we study how the xc part of the LZ constant,
C[ρ] + U[ρ]/N, varies with coupling strength λ, by compar-
ing its value at λ = 0, corresponding to the exchange-only
Cx[ρ], at full coupling strength λ = 1, corresponding to Cxc[ρ]
for the physical hamiltonian, and at λ = ∞, corresponding to
CSCE

xc [ρ] = CSCE[ρ] + U[ρ]/N .
In Table I, we compare the results for Cx[ρ], Cxc[ρ],

and CSCE
xc [ρ] for the helium, beryllium, and neon atoms. The

shifts have been obtained by using always the same highly
accurate density45,57 to evaluate them at different coupling
strengths. We have used accurate exchange-correlation and
exchange only potentials and energies from the existing litera-
ture,57,58 to compute Cx[ρ] and Cxc[ρ]. To compute CSCE

xc [ρ],
we have used Eq. (35), obtaining VSCE

ee [ρ] and vSCE(r) with the
conjectured SCE solution for spherically symmetric systems
proposed in Ref. 45, which gives either exact or very accurate
SCE quantities.48

As we can see from Table I, the trends are not regular: for
He and Ne, the physical Cxc[ρ] is lower than both the exchange
and the SCE values, while for Be, the LZ constant increases
with increasing coupling strength. This feature might be linked
to the fact that Be has a smaller gap than He and Ne, but of
course we have very little data to really draw this conclusion.
Further investigation of this aspect will be the object of future
works.

C. Spheres of uniform density

In a recent work, Lewin and Lieb59 have shown that in
three dimensions the total (Madelung) energy per electron of
the bcc Wigner crystal cannot be identified with an exchange-
correlation energy, with important implications for the Lieb-
Oxford inequality.59–61 In this context, SCE calculations on
uniform spherical densities can shed light on the behavior of

TABLE I. The exchange and correlation components of the C[ρ] constants
for He, Be, and Ne compared with CSCE

xc [ρ].

Atom Cx[ρ] Cxc[ρ] CSCE
xc [ρ]

He 0.5123 0.4765 0.5046
Be 0.3648 0.4151 0.4797
Ne 0.776 0.681 0.894
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the classical uniform electron gas in the thermodynamic limit.
Similar to Refs. 47 and 62, we consider here the following
spherically symmetric density profile:

ρa(r) =
kN (a)

ea(r−1) + 1
, (42)

where a is a parameter and kN (a) is a constant that ensures that
ρa(r) integrates to N. In the a→∞ limit, this density becomes
the one of a uniform sphere with radius R = 1,

ρunif (r) =



3N
4π r ≤ 1

0 r > 1
. (43)

Using the density profile of Eq. (42) with a finite, but very
large value of the parameter a, we can approach a uniform den-
sity, and we can also ensure that the corresponding functional
derivative vSCE([ρa]; r) vanishes at infinity. While more details
of these calculations and the implications for the Lieb-Oxford
inequality will be reported elsewhere, here the aim is to use the
LZ constant to provide more insights into the large-N behavior
of the functional,47,62

Λ[ρ] =
VSCE

ee [ρ] − U[ρ]

ELDA
x [ρ]

, (44)

whose maximum with respect to all possible densities provides
the optimal constant appearing in the Lieb-Oxford inequal-
ity.47 In Eq. (44), ELDA

x [ρ] = − 3
4 ( 3
π )1/3

∫ ρ(r)4/3dr is the usual
local-density exchange functional.

We thus rewrite the SCE functional in terms of its func-
tional derivative (gauged to zero at infinity) and the non-trivial
part CSCE

xc [ρ] of the LZ shift,

VSCE
ee [ρ] = CSCE

xc [ρ]N − U[ρ] +
∫
vSCE([ρ]; r)ρ(r)dr. (45)

Plugging Eq. (45) into Eq. (44), we obtain

Λ[ρ] =
CSCE

xc [ρ]N

ELDA
x [ρ]︸       ︷︷       ︸
Λ1[ρ]

+ ∫
vSCE([ρ]; r)ρ(r)dr − 2U[ρ]

ELDA
x [ρ]︸                                 ︷︷                                 ︸
Λ2[ρ]

. (46)

The functional Λ2[ρ] would go to zero in the thermody-
namic limit if the SCE potential approached the potential
of a sphere of uniform positive background with the same
density ρunif when N → ∞, vunif (r) = − ∫

ρunif dr′

|r−r′ | . The exter-
nal potential vunif(r) defines the classical jellium model,
whose electronic density is in general not uniform and cannot
be made uniform in a simple way, even in the thermody-
namic limit, due to the long-range nature of the Coulomb
interaction.59

The SCE functional reformulates the problem in a differ-
ent way: the electronic density is now forced to be uniform by
the external potential45,47,50,62—vSCE([ρ]; r), which, in gen-
eral, is not equal to the one created by a uniform positive
background (for an in-depth analysis of the difference between
jellium and the uniform electron gas, see the recent work of
Lewin, Lieb, and Seiringer63). The LZ shift allows us to iso-
late and analyze the contribution from the external potential to
Λ[ρ].

In Fig. 1, we show the functional Λ[ρ] and its two com-
ponents of Eq. (46) as a function of N for the densities of
Eq. (42) with a = 500: the trivial leading term of ∫ ρ vSCE,

FIG. 1. Λ1[ρ], Λ2[ρ], and their sum versus N for the quasi-uniform density
of Eq. (42) with a = 500.

which goes like N2, clearly cancels exactly the term 2U[ρ]
(otherwise Λ2[ρ] would diverge for large N). However, the
contribution to the next leading order, ∼N4/3, which is the cru-
cial one for the Lieb-Oxford bound, is clearly big and does not
seem to disappear as N grows.

V. VIRIAL ENERGY DENSITIES ARISING
FROM THE EXCHANGE AND SCE POTENTIALS

The fact that the exchange and the SCE functional and
their potentials have the same behavior under uniform coordi-
nate scaling can be used to obtain useful expressions for these
quantities. For example, the fact that the scaling of Ex[ργ]
and vx([ργ], r) is the same as VSCE

ee [ργ] and vSCE([ργ], r),64

respectively, dictates that Cx[ρ] also scales with γ and that the
augmented exchange potential obeys

vLZ
x ([ργ], r) = γ vLZ

x ([ρ], γr). (47)

We also show here that the well-known Levy-Perdew virial
relation28 for the exchange potential,

Ex[ρ] = −
∫
ρ(r) r · ∇vx(r)d r, (48)

holds also for the SCE potential,

VSCE
ee [ρ] = −

∫
ρ(r) r · ∇vSCE(r) dr. (49)

The scaling proof for Eq. (49) is the same as that for Eq. (48)
(see Ref. 65). It is however also interesting to see how Eq.
(49) arises directly from the mathematical properties of the co-
motion functions and from Eq. (29), as this can teach us how
to build approximations that satisfy Eq. (49) by construction.
We thus consider first the N = 2 case: combining Eqs. (49) and
(29) for N = 2, we have

−

∫
ρ(r) r · ∇vSCE(r)dr =

∫
ρ(r) r ·

r − f(r)

|r − f(r)|3
. (50)



214107-6 Vuckovic, Levy, and Gori-Giorgi J. Chem. Phys. 147, 214107 (2017)

Adding and subtracting from the right-hand side of the above
equation the scalar product with f(r), we obtain∫
ρ(r) r ·

r − f(r)

|r − f(r)|3
dr =

∫
ρ(r)

1
|r − f(r)|

dr

+
∫
ρ(r) f(r) ·

r − f(r)

|r − f(r)|3
dr.

(51)

By making the change of variables u = f(r), i.e., r = f�1(u)
= f(u) [for N = 2 by virtue of the group properties of Eq. (27),
f(r) must be its own inverse29,45], we can rewrite the last term
of Eq. (51) as∫

ρ(r) f(r) ·
r − f(r)

|r − f(r)|3
dr =

∫
J(f(u))ρ

(
f(u)

)
×u ·

f(u) − u

|f(u) − u|3
du, (52)

where J(f) is the Jacobian of the transformation u = f(r). Using
Eqs. (28) and (52), we can further obtain∫

ρ(r) f(r) ·
r − f(r)

|r − f(r)|3
dr = −

∫
ρ(r) r ·

r − f(r)

|r − f(r)|3
dr. (53)

Combining Eqs. (51) and (53), we get

2
∫
ρ(r) r ·

r − f(r)

|r − f(r)|3
dr =

∫
ρ(r)

1
|r − f(r)|

dr, (54)

which implies exactly Eq. (49) for N = 2. For many electrons,
the proof is essentially the same. Considering Eq. (29), we
have

−

∫
ρ(r) r · ∇vSCE(r)dr =

∫
ρ(r) r ·

r − f2(r)

|r − f2(r)|3
dr

+
∫
ρ(r) r ·

r − f3(r)

|r − f3(r)|3
dr + . . . .

(55)

Now we just have to add and subtract from each of the integrals
appearing on the right-hand side of Eq. (55), the scalar product
with its own f i(r), and repeat the same steps done for the case
N = 2. The only difference is that now the inverse function
in the change of variables will be one of the other co-motion
functions by virtue of the group properties of Eq. (27), but
after summation of all the terms, the result is the same as for
N = 2. This proof extends to general geometry and general
number of particles N the proof of Seidl29 for the case of
spherically symmetric systems with N = 2 electrons.

The Levy-Perdew relation also holds for the xc part of the
SCE potential,

W∞[ρ] = −
∫
ρ(r) r · ∇vSCE

xc (r) dr, (56)

since the Hartree functional satisfies it.
Analogous to the Engel-Vosko66 alternative form of the

Levy-Perdew virial relation given by Eq. (48), we also have
the following alternative form of Eq. (49):

VSCE
ee [ρ] =

∫
vSCE(r)

[
3ρ(r) + r · ∇ρ(r)

]
dr, (57)

and the following alternative form of Eq. (56):

W∞[ρ] =
∫
vSCE

xc (r)
[
3ρ(r) + r · ∇ρ(r)

]
dr. (58)

VI. ENERGY DENSITIES IN THE WEAK AND STRONG
COUPLING LIMITS FOR SMALL ATOMS

Interpolation along the adiabatic connection between the
weak and strong coupling limits is a way of constructing
approximate functionals, in which bias towards a particular
correlation regime is avoided.9,13,15,67 The first attempts in
this sense15,54,67 proposed to interpolate using global (i.e., inte-
grated over all space) quantities, W0[ρ] = Ex[ρ] (the exchange)
and W∞[ρ].15,67 However, interpolation based on local (i.e.,
energy densities) instead of global quantities is generally

FIG. 2. Weak and strong coupling limit energy densities for the helium atom,
within the different energy density gauges of Table II.
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FIG. 3. Weak and strong coupling limit energy densities for the beryllium
atom, within the different energy density gauges of Table II.

more accurate and more amenable to the construction of size-
consistent methods.9,12,13 We can write W0[ρ] and W∞[ρ] in
terms of general energy densities εx(r) and ε∞(r),

W0[ρ] =
∫
εx(r)ρ(r)dr, W∞[ρ] =

∫
ε∞(r)ρ(r)dr. (59)

In Figs. 2 and 3, we compare εx(r) and ε∞(r) for the helium
and beryllium atoms, respectively, obtained with the differ-
ent gauges considered in this work. The employed gauges are
summarised in Table II, and in addition to the conventional
gauge, they include the two virial energy densities and the
LZ augmented potentials. The computational details are the
same as those of Sec. IV B. From Figs. 2 and 3, we can see
that the exchange energy density curves, as well as the SCE
energy density curves obtained within different gauges, have
a very different structure and shape. We see that only in the
case of the gauge of the electrostatic potential of the xc hole,
εx(r) lies always above ε∞(r) (see also Ref. 38). These fea-
tures make this gauge more suited for the local interpolation
schemes, confirming that the choice made in Refs. 9–13 is
sensible. Moreover, we should not forget that the virial gauges
have the major drawback of being origin-dependent.40 The
LZ gauge, as it could have been predicted from the data of
Table I, does not provide a clear trend between λ = 0 and
λ → ∞. Of course in this work we do not exhaust all the
possible choices; see also Ref. 40 for an in-depth discussion.

VII. WEAK AND STRONG COUPLING LIMITS OF THE
CHARGE ASSOCIATED WITH THE XC POTENTIAL

In addition to the energy density definitions of Table II, in
Refs. 30, 31, and 68–71, it has been proposed that approxima-
tions to the xc potential can be built by modeling the fictitious
charge σxc(r), which generates the xc potential

vxc(r) =
∫

σxc(r)
|r − r′ |

dr′ (60)

or

σxc(r) = −
∇2vxc(r)

4π
. (61)

The main advantage of approximating vxc(r) by modeling
σxc(r) is the fact that if a model for σxc(r) integrates to �1 and
vanishes at infinity, then the corresponding vxc(r) will have the
correct asymptotic behaviour vxc(|r| → ∞) → �1/r, which is
usually missed by the standard density functional approxima-
tions.30,31,71 Besides modeling σxc(r) as a continuous charge
distribution, one can also add a point-charge contribution to it,

TABLE II. Mathematical forms of weak and strong coupling limit energy density definitions plotted in Fig. 3.

Definition (gauge) of the energy density εx(r) ε∞(r)

Virial form (1)28,65
�r · ∇vx(r) �r · ∇vSCE

xc (r)

Virial form (2)28,65,66 vx(r)
[
3 + r ·

(
∇ρ(r)/ρ(r)

)]
vSCE

xc (r)
[
3 + r ·

(
∇ρ(r)/ρ(r)

)]
Levy and Zahariev augmented potential18 vx(r) + Cx[ρ] vSCE

xc (r) + CSCE
xc [ρ]

Electrostatic potential of the x/xc hole38 1
2

∫
hx(r, r′)
|r − r′ |

dr′
N∑

k=2

1
2 |r − fk(r) |

−
1
2
vH(r)
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FIG. 4. Plots comparingσxc(r) of Eq. (61) arising from the vx(r), vxc(r), and
vSCE

xc (r) potentials for the helium (upper panel) and beryllium (lower panel)
atoms.

as suggested by Kohut and Staroverov.71 The same authors
have shown that singularities in the xc potential obtained
by generalized gradient approximations (GGAs) indeed give
rise to a point-charge contribution in the corresponding
σxc(r).71

In this section, we compare the σxc(r) fictitious charge
arising from the xc potential at physical coupling strength
(λ = 1) with σrx(r) arising from the exchange potential
(λ = 0) and σxc(r) arising from vSCE

xc (r) in the strong coupling
limit (λ → ∞). In Fig. 4, we show these quantities for the
helium and beryllium atoms, using again the accurate poten-
tials described in Sec. IV B. We can see that similar to the
constant C[ρ], there is no specific trend and that the effective
charge in the SCE limit is quite different from the physical
one, except in the valence region of the Be atom. Due to these
irregular trends, it would be very difficult to obtain the σxc(r)
charge by doing a local interpolation between σrx(r) (λ = 0)
and σxc(r) arising from vSCE

xc (r) (λ → ∞). For this reason
and from the analysis of various energy density definitions in
Sec. VI, it appears that utilizing the energy density in the gauge
of the electrostatic potential of the xc hole is so far the most
promising route for using the SCE input in the construction of
local interpolation schemes. An even more promising alterna-
tive is to use and rescale the SCE mathematical structure to
design approximations for the physical λ = 1 case, as recently
proposed in Ref. 13.

VIII. CONCLUDING THOUGHTS

In this work, we have focused on the exchange-correlation
energy densities from the weak and strong coupling limits
within different definitions (gauges). In addition to the con-
ventional DFT gauge, which arises directly from a many-
body wavefunction via the exchange-correlation hole, we

considered other gauges linked to the exchange-correlation
potentials, namely, the augmented potential of Levy and
Zahariev and the virial gauges. We have also further investi-
gated the features of the augmented LZ potential in the strong
coupling limit, which arises very naturally and it is equal to the
Kantorovich potential. The LZ shift can also be used to ana-
lyze the thermodynamic limit of the classical uniform electron
gas, as explained in Sec. IV C.

We have shown that the Kantorovich potential and the
augmented exchange potential obey the same simple relation
under uniform coordinate scaling, as summarised in Eqs. (41)
and (47). We have also shown that the xc part of the SCE poten-
tial also obeys the Levy-Perdew virial relation, Eq. (56), and
thus also the Engel-Vosko form of this relation, Eq. (58), which
is a transformation of Eq. (56). These expressions have been
used to compare the strong and weak coupling limit energy
densities within different gauges for the helium and beryl-
lium atoms (see Figs. 2 and 3), comparing them to the gauge
defined by the LZ potential. We have found that only in the
case of the gauge of the electrostatic potential of the xc hole the
weak and strong coupling limit energy densities do not cross.
This observation is important for approaches that model the xc
functional by interpolating between the weak and strong cou-
pling limit energy densities.9–13 We have also carried out in
Sec. VII a similar analysis for the effective charge associated
with the xc potential defined in Refs. 30 and 31, observing that
there is no clear trend as the interaction strength increases. In
future studies, it might be useful to also analyze energy den-
sities defined in terms of the modulus square of the electric
field.72,73
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