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We analytically construct the wave function that, for a given initial state, produces a prescribed density for
a quantum ring with two noninteracting particles in a singlet state. In this case the initial state is completely
determined by the initial density, the initial time derivative of the density and a single integer that characterizes
the (angular) momentum of the system. We then give an exact analytic expression for the exchange-correlation
potential that relates two noninteracting systems with different initial states. This is used to demonstrate how the
Kohn-Sham procedure predicts the density of areference system without the need of solving the reference system’s
Schrodinger equation. We further numerically construct the exchange-correlation potential for an analytically
solvable system of two electrons on a quantum ring with a squared cosine two-body interaction. For the same
case we derive an explicit analytic expression for the exchange-correlation kernel and analyze its frequency
dependence (memory) in detail. We compare the result to simple adiabatic approximations and investigate the
single-pole approximation. These approximations fail to describe the doubly excited states, but perform well in

describing the singly excited states.
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I. INTRODUCTION

Time-dependent density-functional theory (TDDFT) [1,2]
allows for an exact description of a many-body system in terms
of an effective noninteracting system, known as the Kohn-
Sham (KS) system. The external potential (known as the KS
potential) in the noninteracting system is a functional of the
density in such a way that the KS system has exactly the same
density as the reference system.

The essential component in the KS construction is the
exchange-correlation (xc) potential that contains all nontrivial
many-body effects. It depends on the initial states of the inter-
acting and the KS system (initial-state dependence) as well as
the density at all previous times (memory). Both features of
the xc potential are, however, not well understood and conse-
quently virtually all commonly used approximations neglect
them, which in important cases (doubly excited states, molecu-
lar dissociation, charge transfer, etc.) can lead to large errors in
the calculated properties [1,2]. It is therefore highly desirable
to have exact analytical functionals available for model
systems that can serve as benchmarks and which can provide
insight into how memory and initial-state dependence can be
incorporated into approximate functionals for real systems.

In this work we explicitly construct such exact analytic
functionals that do incorporate initial-state dependence and
memory for the case of a quantum ring (QR) with two particles
in a singlet state. In Sec. II we will derive functionals with
an explicit initial-state dependence for the case that the two
particles are noninteracting. These functionals will then be
used to construct an explicit expression for the xc potential
that connects two noninteracting systems. In Sec. III we will
calculate the xc potential for two interacting particles at a
specific density. For the same system we will then analytically
construct the exact xc kernel of linear-response TDDFT and
investigate its frequency dependence. We conclude in Sec. IV.
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II. FUNCTIONALS WITH INITIAL-STATE DEPENDENCE:
NONINTERACTING MODEL SYSTEM

The dynamical properties of many-electron systems, such
as molecules or solids, are well described by the solution of the
time-dependent Schrodinger equation (TDSE). If we restrict
ourselves to external scalar potentials (such as laser fields in
the dipole approximation) then the physical properties of an N-
electron system evolving from a given initial state |¥y) under
the influence of an external scalar potential v(r,?) is determined
by the Hamiltonian (atomic units (a.u.),i.e.,m =e =h =1, are
used throughout),

1 N N N
A ==33 Vi+ Y wlr —rD+ Y v, (1)
i=1

i>j=l i=I

where V; is the gradient with respect to the spatial coordinate
r; and w(|r; — r;|) is the electron-electron interaction (usually
chosen to be Coulombic). In molecules and solids the form
of the kinetic energy operator and the two-body interactions
is always the same, whereas the external potential v varies
from system to system. For this reason we will treat v as
a variable. Consequently the solutions of the corresponding
time-dependent Schrodinger equation (TDSE),

i0,|W(r)) = H(@®)|W(1)),

can be uniquely labeled by the initial state and the exter-
nal potential, i.e., the quantum states |V ([Wy,v],t)) depend
functionally on the initial state and the external potential.’
However, due to the large number of degrees of freedom of the

! Actually, if we restrict the particles to a finite volume, the wave
functions also depend on the chosen boundary conditions that make
the Hamiltonian self-adjoint.
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many-body wave function, a numerical solution of the TDSE
is only feasible for small systems. In the KS approach of
density-functional theory the interacting many-body problem
is mapped onto an effective noninteracting system which
considerably reduces the computational effort. The effective
potential in these equations is a functional of the density of the
system which is defined as

n([Wo,vl,r,1) = (W([Wo,v].0)a(0)|W([Wo,v].1)),

where
N
Ar) =Y 8(r—r)),
i=1

is the density operator. A number of observables of large inter-
est, such as the optical absorption spectrum in linear response
or the time-dependent dipole moment, are explicitly known
as functionals of the density. The basic theorems of DFT
actually guarantee that, at least in principle, all observables are
a functional of the density. This is a consequence of the fact that
the Runge-Gross (RG) theorem [3] and its generalizations [4,5]
guarantee (under certain assumptions) that the full many-body
wave function is uniquely determined by only knowing its
initial state and the density, i.e., the wave function is a
functional of the initial state and the density |W([Wo,n],?)).
As a consequence the knowledge of n[Wy,v] is enough to
calculate all physical properties of a many-body system.

In Sec. ITA we will give an explicit example of this result
by analytically constructing the wave-function functional
|W([Wy,n],t)) for a specific system. How the density and the
initial state determine the external potential of the Hamiltonian
of Eq. (1) is then demonstrated in Sec. II B. This result is then
employed to give an example of the KS scheme, which can be
used to predict the density of a reference system by solving an
auxiliary noninteracting problem, by explicitly constructing
an initial-state dependent xc potential in Sec. II C.

A. Wave-function functional

In this section we give a nontrivial analytical realization
of the wave-function functional |W([Wy,n],t)) with explicit
initial-state dependence, for the case of two noninteracting
particles on a QR (a one-dimensional system with periodic
boundary conditions) of length L.

We assume the noninteracting wave function |®(z)) to be
in a spin-singlet configuration. In a position-spin basis we
then make an orbital product Ansatz for the spatial part of the
resulting wave function,

D(x,y,t) = @(x,0)p(y,1), 2

where x and y are the spatial coordinates of the particles
along the ring. The full position-spin dependence is obtained
by multiplication with the usual antisymmetric singlet spin
function. Here the orbital ¢(x,#) satisfies the one-dimensional
Schrodinger equation,

ip(x,1) = [—507 + vs(x,0)]p(x,0), 3)

with periodic boundary conditions on the interval [0,L] and
starting from the initial state @o(x) = @(x,%p). (We adopt
the convention that an external potential belongs to a non-
interacting system if we use the subindex s.) We may now
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rewrite the orbital in terms of real-valued functions |¢| and S
as [1,6,7]

@(x,1) = |p(x,0) exp (i S(x,1)).

The periodic boundary conditions on the orbital ¢(x,?) then
correspond to periodic boundary conditions on the norm |¢|
and quasiperiodic boundary conditions on the phase S, i.e.,

S(L,t) = 8(0,t) + 2nm, “)

0y S(L,t) = 03,8(0,1), 5)

for some integer m. Note that the initial orbital ¢y(x) =
|@o(x)| exp (i Sp(x)) determines the choice of m since Sy(x) =
S(x,tp) must obey condition (4). To proceed, we use that the
density and current of the noninteracting system,

n(x,t) = 2lp(x,0)?, (6)

j(xvt)zn(xvt)axs(-xvt)» (7)
are connected by the continuity equation,
—0yj(x,1) = —0x[n(x,1)0,S(x,1)] = 0;n(x,1), ®)

which expresses the local conservation of particles. This is
a Sturm-Liouville equation [5] depending parametrically on
the time ¢ and thus the density determines the phase function
S(x,t) for a given set of boundary conditions (4) and (5).
More precisely S is determined uniquely up to a purely time-
dependent constant C(f), since the constant function is an
eigenfunction of the Sturm-Liouville operator in Eq. (8) with
eigenvalue zero and also satisfies the boundary conditions (4)
and (5). Physically this freedom amounts to the gauge freedom
in the potential. Following similar derivations as in reference
[5] we find that

L
S([m,n],x,t)=/ dy K;(x,y)din(y.r)
0

an/ dz Lo, ©)
0

L _dz_ n(z,t
0 n(z,0) (Z’ )

where we defined
1 X
Ki(In).5,3) = 3160 =) — 0x = )] /

_ n(x,0On(y,)
fL dy
0 n(y,r)

with 0 the Heaviside function and

[y
”(”)_2</o non ) non)

Note, these functions are defined only within the interval [0, L]
but can be extended periodically outside of it. At r = #; this
equation determines Sp(x) in terms of n(x,ty), d,n(x,%), and
m, up to an overall constant and therefore for a given choice
of m the density completely determines the initial state ¢o(x)
up to a global phase factor ¢'“. Thus, if we restrict ourselves
to the product Ansatz of Eq. (2), there is only a countably
infinite number of physically different initial states possible
for any given time-dependent density. Obviously these initial
states all share the same initial density and time derivative of

dz
n(z,t)
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the density, but their phases differ. If we compare the resulting
currents given by Eq. (7) as functionals of the density and the
initial state m we find with the help of Eq. (9) that

2 (m — m’)

L dx ’
0 n(x,t)

j([m’an’t) - j([mlan]rxst) =

i.e., the currents differ only by a time-dependent constant.
Accordingly the integral of the local velocity fields v(x,7) =
j(x,t)/n(x,t) differ exactly by 27 (m — m’). So the density
rotates differently around the QR for the different values of m,
but in such a way as to yield the same density.

The resulting density functional for the orbital (and with
this the full wave function) is then given by

n(x,t)

o([m,n],x,t) = exp (i S([m,n],x,1)).

This is an explicit realization of the RG result. As pointed
out before, a direct consequence is that we can calculate all
observables of the particles in terms of the density and the
choice of initial state only. For instance, the kinetic-energy
functional in this case becomes

L 2
T([m,n],t) = %/ dx (axnn((+t)))
O b

L
+%/ dx n(x,0)(d, S([m,n],x,1))%,
0

where the first term on the right-hand side is the fa-
mous Weizsacker kinetic-energy functional. The second term
is an initial-state dependent correction that together with
the Weizsacker term constitutes the exact kinetic energy
functional.

B. Potential functional

The basic theorems of TDDFT further establish the unique-
ness and existence of a density-potential mapping, i.e., for a
given initial state there is a one-to-one correspondence between
the external potentials and the densities. This allows for the
determination of the external potential that produces a given
density by propagation of an initial state, i.e., the external
potential is a functional of the initial state and the density
v([Wg,n],r,1). This fact forms the basis of the KS construction,
which allows us to determine the density of an interacting
system by solving an auxiliary noninteracting problem.

Here we will give an explicit example for the functional
v[Wo,n]. We will rely upon our previous results of two
noninteracting particles on a QR. The external potential v,
can readily be expressed in terms of the orbital by inverting
the Schrodinger Eq. (3) and we find [1,6,7]

vg([e],x,1)
i0:p(x,t) + %Bfw(x,t)
B @(x.1)
_102|e(x.0)|
© 2 e(x,0)
l.{ 0 lo(x,1)]
lp(x,1)|

—&ﬂ&ﬂ—%&ﬂmmz

Oxle(x, 1)l
lp(x, 1)

1
3. S(x,1) + Ee)fS(x,t)}.
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The last term on the right-hand side vanishes as a consequence
of the continuity Eq. (8) and we thus find using |¢| = /n/2
that

2 ST
M — 0;S([m,n],x,t)

1
2 n(x,t)
(3, S([m,n],x,10))%, (10)

vg([m,n],x,t) =

R —

which gives v, as a functional of n and the initial state (charac-
terized by m). The potential v;[m,n] exists whenever we have a
unique S[m,n], i.e., for n > 0 and the integrability conditions
[ dx|1/n(x,0)] < 00 and [ dx|d;n(x,1)| < oo are fulfilled
[5]. Thus we have analytically defined a density-potential
mapping which is also explicitly initial-state dependent. We
stress that the periodic boundary conditions on the wave
function were essential in deriving Eq. (10). This excludes,
for instance, the example of a homogeneous electric field on a
ring of constant density given in Ref. [8].2

C. Exchange-correlation functional

The functional v[Wy,n] plays a central role in TDDFT. In
practice, however, we are usually not directly interested in this
mapping. We are rather interested in the density of a particular
system that has a specific external potential vey. For example,
in the case that we want to describe a single molecule in a
laser field, the potential vey, is simply given by the Coulombic
attraction of the atomic nuclei in the molecule with the addition
of the laser field. For a given choice of vy every observable we
want to know is then determined by solution of the TDSE for
the given initial state |Wy). In particular we can calculate the
density of the system, which, for future reference, we denote
by no(r,t). However, the full solution of the TDSE is usually
not feasible in practice, due to the large degrees of freedom that
we need to consider. The main idea of the KS construction in
TDDFT is to reduce the complexity by mapping the interacting
many-body problem to a noninteracting many-body problem
with the same density. This leads to one-particle equations that
are computationally much easier to deal with. The price we
pay for this simplification is that the functional v[Wy,n] now
appears implicitly as part of the xc potential vy, in the KS
equations. Below we will present an analytic example of an
xc potential for our QR system. However, we will start with a
brief description of the KS method and define the KS and xc
potentials.

The existence of a density-potential mapping v[Wy,n] does
not depend on the chosen two-body interaction. Specifically
this means that we have a density-potential mapping for
interacting as well as noninteracting systems. For the case of a
noninteracting system this mapping is called v;[®g,n]. Since
in this case we have no two-body interactions the Hamiltonian

’If we take |@| = +/n/2 to be constant and S(x,t) =27 xj/L —
X fot dr'E(t") + c(t) with j integer, then Eq. (10) yields v = x&(¢) for
appropriately chosen c¢(r). This potential describes a homogeneous
electric field. However, we see that this choice of S violates the
condition (4) (which should be valid for all times) unless £(¢) = 0.
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is then simply given by

N N

N 1

A =—3 > VI ().
i=1 i=1

The initial state |®g) of the noninteracting system is usually
chosen to be a single Slater determinant of orbitals ¢;(r). This
allows us to reduce the TDSE for the noninteracting system of
2N electrons to single-orbital equations of the form,

id,0i(r,1) = [—3V? + v,([Po.nl.r,0) @i (r,1),  (11)

N
n(rt) =2 lo;r.0l, (12)
j=1
where ¢;(r,fp) = ¢;(r). By definition of the functional
vs[Do,n] [1,2], a density n(r,t) compatible with n(r,#)) =
(Dg|A(r)|Po)> can be reconstructed from solving Egs. (11) and
(12). In particular, if n = ny is the density of an interacting
system with external potential vey and initial state |Wy)
then, provided that we chose |®() such that (Dy|7i(r)|Dy) =
(Wol7i(r)|Wo), the potential vs[Pg,no] reproduces the density
no of the interacting system in a noninteracting system.
However, it is clear that the Egs. (11) and (12) cannot predict
the density ny(r,t) of interest since they contain no information
on the interacting system that we are trying to solve. To set
up a predictive scheme we need to connect the interacting and
the noninteracting system. To do this we introduce the KS
potential,*

vks[Wo, @0, 7, Vext] = Vext + v5[Po,n] — v[Wo,n].  (13)

If we assume full knowledge of the functionals v[W,n] and
vs[Dg,n] then the set of equations,

i0@i(r,t) = [ — $V? + vgs(r,0) @i (r,1), (14)

N
n(r,t) =2y lo;r.nP, (15)
j=1
does have a unique solution [4,5,9] for a self-consistent density
ng.. By definition of v;[®g,n] the self-consistent density ny is
exactly attained whenever

UKS [ll,lo’ cb()vnsm Uext] = Vs [q)Ovnsc]a
which according to Eq. (13) is precisely satisfied when
Vext = U[‘-I’(),}’lsc].

In turn, this is exactly true when ny. = ng as there is a unique
potential producing a given density. We therefore see that the
set of Egs. (14) and (15) has exactly a self-consistent solution
at the density ng of the interacting system with initial state |\Wy)
and external potential vey. To make the scheme practical we

3To be precise, also the first time derivative of the density n(r,?)
at the initial time 7 = f; has to be compatible with the chosen initial
state due to the continuity equation.

“We point out, that in the literature the term “KS potential” is often
also used to refer to the different potentials v, irrespective of their
functional dependence. Here we employ this term exclusively to the
functional defined in (13).
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need to know the functional vs[®g,n] — v[Wy,n] of Eq. (13)
or at least have a reasonable approximation for it.

The first nontrivial approximation to this expression is given
by the classical electrostatic potential of the electrons, i.e., the
Hartree potential,

vu([nl,r,t) = fd3r’n(r/,r)w(|r —r)).

Usually this approximation is made explicit and the rest is then
called the xc potential vy.[Wy, Dg,n],

Us[@o,n] — v[Wo,n] = vu[n] + vxe[Wo, Po,n].
The KS potential may thus also be written as
Vks[Wo, Po,71, Vext] = Vext + vuln] + vic[Wo, Po.n].

Therefore, the fundamental approximation in TDDFT is that of
the xc potential vx.[ Vo, Pg,n] and the results thus only depend
on the quality of this approximation.

However, the xc potential vy .[Wo,Pg,n] is still a com-
plicated functional that depends on the initial states of
both the interacting and noninteracting system (initial-state
dependence) and the density at all previous times (memory).

Let us now give an example for the KS and xc potentials
for our model system. The construction of these functionals
requires the knowledge of the functional v[Wy,n], which is
not explicitly known. However, if the reference system is also
noninteracting then v[Wy,n] = v;[Wy,n] and vy[n] = 0, and
we find that

Uks[Wo, 0,71, Vexi] = Vext + v5[Po,n] — v5[Wo,n],
vXC["IJO’qD()’n] = Us[q)()’n] - vs[\IJO’n]‘
For our case of a QR with two particles in a single-orbital

singlet state the functional v;[®g,n] is given by Eq. (10), and
we find

Uxe([m,m’,n],x,t) = vy([m’,n],x,t) — vs([m,n],x,t)

= 2 (m —m") 3, <—f° W)

L 4z
0 n(z,1)

27.[2(’,”2 _ m/Z)

(n(x,t) Jo %)2

2m(m —m’) 0,S([0,n],x,t)

L _dz n(xt
0 n(z,1) ( )

’

where 9, S([0,n],x,t) is defined only in terms of n and d,n
and corresponds to the spatial derivative of the first term on
the right-hand side of Eq. (9). Note, the integers m and m’
play the role of the initial state |\Wy), respectively, |®g). The
corresponding KS equations are, thus,

i0,p(x,1) = (=302 + Veu(x,1)
+ vxe(lm,m’,n].x,0))p(x,1),
n(x,1) = 2lp(x,nl%,
with ¢(x,ty) = (pgl/(x). This equation determines the density
n(x,t) of the reference system when we prescribe vey. We

note that the xc potential is given only in terms of n and
o;n. In contrast, the functional vs([m,n],x,t) of Eq. (10) that
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reproduces a prescribed density via propagation of the KS
equation also contains a second-order time derivative of the
density [in the term 9,5 as can be seen with the help of
Eq. (9)]. We therefore can explicitly see that the second-order
time derivative of the density vanishes if we connect the
two systems. This is an important fact which sometimes is
overlooked in the literature and can lead to misunderstandings
about the KS approach [1,10,11].

III. FUNCTIONALS WITH MEMORY: INTERACTING
MODEL SYSTEM

In the previous section we have constructed functionals
that depend only on the density at one time. Although also
time derivatives of the densities appear in the expressions we
call these functionals time local and accordingly they do not
exhibit memory. At this point it is useful to give a more precise
definition of memory. We first define the xc kernel as the
functional derivative of the xc potential, i.e.,
Suxe(r,t)
sn(r',t’)’
Any approximation to the xc potential that depends only
locally on the density and its time derivatives gives rise to
an xc kernel that is proportional to time derivatives of the
delta function §(¢ — ¢'). These functions vanish for ¢ # ¢' and
therefore have zero memory depth. If the xc kernel is nonzero
for t # t' we will say that the xc potential has memory. We
can find another useful characterization of memory in the case
that the functional derivative of Eq. (16) is evaluated at a
ground-state density. Due to the time translation invariance
of the ground-state Hamiltonian the kernel fx. will then
only depend on the time arguments through the combination
t—t,ie., fi(r,t,r',t") = fi(r,r';t —t'). We can therefore
by means of a Fourier transform define a frequency-dependent
xc kernel by

Sre(r,t,x' 1) = (16)

fXC(rar/sw):/dr eiwrfxc(rvr/vt)-

In this case memory is characterized by a nonpolynomial
frequency dependence of fy. (since the Fourier transform of
the nth time derivative of a delta function gives a frequency
dependence proportional to @").

We now address the question whether for our QR system we
can construct an xc potential with memory. We have seen that
the xc potential that arises in the modeling of a noninteracting
system by another noninteracting system with a different initial
state has no memory (at least not for the product Ansatz
used). One way to induce memory is to introduce many-body
interactions. However, in the case that the reference system
is interacting we do not know vx.[Wo,Pg,n] as we do not
know v[W¥q,n]. However, if we can determine n[Wq, Vex:] for
some |Wp) and a specific external potential vy, we can still
calculate vy [V, Po,n, vex] as a function of space and time for
this density, since v[Wy,n] is then known, i.e., v[Wy,n] = Vext-
Here we will do this for the case of two particles on a QR of
length L with external potential vey = 0 and which interact
via a squared cosine potential, i.e., for the Hamiltonian,

. 1
H= _z(af +95) + A cos’ (%(x - y)), A7)
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where A is the strength of the interaction. In Sec. III B we will
then construct the resulting xc potential which takes the simple
form,

Uxc = vx[m/»n] - UH[}’I], (18)

since in our example ve, = 0. To give an explicit expression
of functionals with memory we will further construct the xc
kernel of TDDFT in Sec. III C for this system. The frequency
dependence (memory) of the xc kernel will then be investigated
in detail in Sec. IIID. Finally, in Sec. IIIE we will test
the validity of the single-pole approximation for this model
system. However, to do all these things, it will prove helpful to
first explicitly construct all the eigenstates of the Hamiltonian
of Eq. (17).

A. Spectrum of the model system

The eigenfunctions of the Hamiltonian of Eq. (17) can be
written as the product of a spatial wave function W(x,y)
and a spin function. We have a spin-singlet (spin-triplet)
configuration if W(x,y) is (anti)symmetric with respect to an
interchange of x and y, i.e.

V(x,y) =W (y.x), 19)

where + refers to the singlet state and — to the triplet state.
We further have the periodic boundary conditions,

W(x+L,y)=V¥(x,y),
W(x,y+L)=VY(x,y),

with similar conditions on the spatial derivatives. It is
convenient to introduce the center-of-mass coordinate R =
(x + y)/2 and the relative coordinate r = x — y. In terms of
these coordinates the Hamiltonian of Eq. (17) attains the form,

X 1
H = —4—18%3 — 3 + A cos® (%)
The eigenstates ®(R,r) = W(x,y) in the new coordinates then
satisfy the equivalent property of Eq. (19),
O(R,r) = £D(R, — 1), (20)

and the periodic boundary conditions,
L
CID(R + 7 + L) = O(R,r), (21)

and similarly for the spatial derivatives. With the Ansatz
®(R,r) = f(R)g(r) the Schrodinger equation can be sepa-
rated. The periodic boundary conditions on f and g become

g(r+ L) = £g(r), (22)

J(R+L/2)==%f(R), (23)
and similarly for the spatial derivatives, where the signs on the
right-hand side of these equations must be the same for f and g
in order to fulfill Eq. (21). The equation for the center-of-mass
coordinate R becomes a free-particle Schrodinger equation,

— 1R (R) = €f(R),
which has the eigenstates (up to normalization),
i27kR )

f(R) = eXP<
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where the boundary conditions with £ in Eq. (23) correspond
to k being even and odd, respectively. The energy eigenvalue
is € = (km/L)?. After changing coordinates to z = rm/L the
Schrodinger equation in the relative coordinate becomes

3ZM(2) + [a — 2q cos(22)IM(z) = 0, (24)
where we defined M(z) = g(Lz/m). We further defined

1= 42

with E the eigenenergy of the full Hamiltonian of Eq. (17).
The boundary condition of Eq. (22) then becomes M(z + ) =
+M(z). Equation (24) is the well-known Mathieu equation
[12]. The solutions are given by the Mathieu-sine and Mathieu-
cosine functions denoted by S(I,q,z) and C(/,q,z) where [ is a
non-negative integer labeling certain discrete values a; for the
constant ¢ in Eq. (24). In the limit A — 0 (noninteracting case)
we simply have C(/,0,z) = cos(lz) and S(,0,z) = sin(/z)
and a; = I>. We thus see that the & signs in the boundary
conditions Eq. (22) correspond to the case that / is even and
odd, respectively. From Eq. (20) we see that the singlet and
triplet case corresponds to the symmetry g(r) = £g(—r) or
equivalently M(z) = £ M (—z) for the Mathieu functions. This
means that the singlet solution corresponds to the Mathieu-
cosine function and the triplet to the Mathieu-sine function.
The full solution of the problem is therefore given by

i T
Wh(x,y) = N exp <fk(x + y)>C(l,q,Z(x - y)>,

- _ i b4
W (x,y) = N, exp <Tk(x + y))S<l,q,z(x - y)>,
where 4+ and — refer to the singlet and triplet cases,
respectively, and N, li is a normalization factor. In both cases k
and / need to be both even or both odd. The associated energy
eigenvalues are

2
T
Ey= <Z> [K* + a;*(q) + 24,

where ali(q) are the characteristic values for the Mathieu-
cosine and Mathieu-sine function, respectively [12]. For g #
0 the characteristic values obey ay (¢) < a; (¢) < a] (q) <
a, (q) < ..., while in the noninteracting case al+(0) =a, (0) =
I>. We thus nicely see how the two-particle interaction splits
the degeneracy of the spin-singlet and spin-triplet states. In
this noninteracting limit the wave functions attain the simple
orbital product form,

WE(x,y) = N (e (1Y) £ 1 ()i (), (25)

where ¢, (x) = e"™*/L and where k £ is always even. For
any interaction strength the ground state of the QR is the
spin-singlet state W, (x,y). We see from Eq. (25) that all states
with |k| # [ correspond to doubly excited states relative to
the ground state which are notoriously difficult to describe
by adiabatic functionals. We will return to this issue in
Sec. III D. For large values of g the Mathieu functions become
localized around z = 7 /2 (and hence r = L /2) corresponding
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to the strongly correlated limit of well-localized electrons on
opposite parts of the ring. The limit L — oo corresponds to
q — oo and to a limit where the density goes to zero. This
limit corresponds to the famous Wigner crystal [13].

B. Exchange-correlation potential

We now start to construct the exact xc potential for a specific
density n that corresponds to a solution of the time-dependent
Schrodinger equation with the Hamiltonian of Eq. (17). For
such a density the xc potential is given by Eq. (18). The
xc potential can be further split into an exchange (x) and a
correlation (c) part vy, = vx + v, Where, for our two-electron
system, the x potential is simply given by [1]

UX([n]’xaI) = _%UH([n],x,t). (26)

We choose the density n to come from a freely propagating
superposition of two normalized eigenstates of our QR,

W(x,y.1) = CoWgy(x,y) exp (—i Egy(t — 10))
+C ¥ (x,y) exp (—iEf'](t - to)),

which is a solution to the time-dependent Schrodinger equa-
tion. This wave function is properly normalized whenever
Cg + C12 = 1. Note that both eigenstates have a constant
density. If the constant C is almost 1 (or 0), the density of
the system only deviates slightly from being homogeneous. If
we look at a small QR, e.g., L = 1 and different interaction
strengths A, we find that even for small deviations from
homogeneity the c potential is at least of the same order of
magnitude as the x potential. In this case, increasing the density
variations by changing C, makes the correlation potential v,
the dominant contribution to vy.. A notable exception is an
initial KS state that has approximately the right initial angular
momentum (in the case of A = 100 and L =1 this is the
state m’ =1 as can be seen in Fig. 1). For this case the
¢ potential plus the x potential mainly needs to cancel the
Hartree potential. The KS orbital would travel around the ring
in approximately the right manner if there were no external
perturbations. Besides the initial-state dependence one also

(b) x potential |

4 (a) density }

y -50
0111

t(au) x(au)

00 00
(c) c.potential (m'=0)

0 (d) c potential (m'=1)

A d

FIG. 1. (Color online) The density, x potential, and ¢ potentials
(all in a.u.) for C? = 0.5 and m’ = 0 as well as m’ =1 (A = 100,
L =1 a.u.). Note the change of scale between m’ = 0 and m’' = 1.
Further note, that we used the gauge freedom of the potentials in
order to set them to zero at x = 0.
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clearly sees the nonlocality of the ¢ potential in time (memory)
and space, as it has in general no obvious simple relation to
the local density (see the ¢ potential for m" = 0 in Fig. 1). If
we go to larger QRs, e.g., L = 27, the x potential becomes
the dominant contribution to the xc potential. This seems
counterintuitive since for this case the value of ¢ is larger,
corresponding to a more correlated state. It should, however,
be remembered that the relation between the density profile
(and hence the shape of v) and the electronic correlations is
rather indirect. For example, the ground-state density and KS
potential of the QR are spatially constant, independent of the
interaction strength. To get more insight into the influence of
interactions, it is therefore more useful to study a two-point
function. We will therefore now construct the (equilibrium)
xc kernel for this problem, which is defined to be the first
functional derivative of vy, with respect to the density n,
evaluated at the ground-state density. We will be able to do so
because the ground-state density of the system is homogeneous
irrespective of the interaction. Therefore the A = 0 case is the
KS system for any interaction strength A.

C. Exchange-correlation kernel

The xc kernel is the central object of interest in linear-
response TDDFT from which one can determine the pertur-
bative dynamics of the quantum system and its excitation
energies. We start by calculating how the ground-state spin
density reacts to small external perturbations, i.e.,

Sn(xo,w) = Z/dx’x(xo,x’o’,w)c?v(x’o’,a)), 27

(see, e.g., in Refs. [1,2]), where

xrox'c o) = 3 [<‘I’0|ﬁ<x0>!%’1)(%’}|ﬁ(x/a’)|\yo>
S K, p—+ w— (Ef; — Eo) + i€

~ <%|ﬁ(x’o’)!%5>(%5|ﬁ<xo)|wo>]
o+ (El, — Eo) + i€

with € > 0 an infinitesimal, 7i(xo) the usual spin-density
operator, and —oo < k < oo and 0 </ < oo (k and [ are
always either both even or both odd). Here with p = — we refer
to the triplet state with spin function (85,485, | + 867,164,,)/ V2
only, since the spin-triplet functions orthogonal to this one give
a zero contribution in the sum. In a first step we can deduce
using the periodicity of the solutions that

(Wola(xo)| W) = exp(i2mkx/L)D* (k,1),
(Wola(xo)|Vy,) = exp(i2kx/L)D™ (k,1)(816 — 810)s

where

+ v [ T T
D™ (k,l) = Ny N, drC|0,q,—r |Cl|l.q,—r
0 L L
X exp (—i%kr),
_ T L Vg T
D™ (k,l) = Ny N, drC|0,q,—r S| l,q,—r
0 L L

b1
—i—kr|.
xexp( T r)
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We note that the Mathieu cosine and Mathieu sine are real
and thus we have D*(k,1)* = D*(—k,I). Furthermore we note
that D*(0,/) = 0 for [ # 0. After some manipulations of the
general expression for the linear-response kernel we end up
with

x(xo,x'o’ ) = Z{M;(a))&w’
k

+ s @)1 = 8o () (x)*,  (28)
where
exp (#7)
e
LE (@) = v (0) £ v (o),
2L(E;; — Eo)| DX(k,1)?
@ =2 @t ier— (Ef — Eo?’

G(x) =

l

where the sum runs over all even values of / if k is even and
over all odd values if k£ is odd. In the noninteracting case we
find due to |[D*(k,)|> — 8i.1/(2L?) and 1) (@) = v~ (w)
the simple expressions,

1(27\? k2
M2’+(w)=2\Jf’+(w)=—<—) TErCe
LNL T (o+ie = 1(3) k¢

and ug'_(a)) = 0. Thus the noninteracting linear response
kernel xo has nonzero contributions only from excited states
with |k| = [. As discussed below Eq. (25) the states with |k| =
[ are exactly the singly excited states of the noninteracting
system. We therefore recovered the well-known fact that the
noninteracting response function yo has only poles at singly
excited states.

In linear-response (spin) TDDFT the interacting response
function x is expressed in terms of the response function of
a noninteracting system with the same density. In our case,
since the ground-state density is homogeneous irrespective of
the interaction strength A, the KS system is the one with A = 0
and the corresponding KS response function is . Therefore
We can express

X = Xo + X0 Hxe X (29)

where the Hartree-exchange-correlation (Hxc) kernel is de-
fined as

foc = X()_l - X_la
and integration as well as summation over reoccurring
position-spin variables is implied. With the inverse kernels
of Eq. (28) we find that

’ _ ! — Mz_(w) )
Jaxe(xo,x'0",0) = Z{ <u2’+(w) ZI P () boo’

k£0

My (o)
i (@) (o)

The xc kernel is then trivially found by subtracting the
interaction potential, i.e., fxc = fuxe — w. The restriction to
k # 0 in the sum is a consequence of the fact that the
response functions are only invertible in the space of functions
orthogonal to constant function, since a constant potential

[1 - 800’]}§k(x)§k(x/)*-
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variation gives no density change. For the Hxc kernel this
amounts to the freedom of adding any function of the form
glxox'o’,w) = gi(xo,w) + g2(x’'0’,w), since it is always
constant either in x'o” or xo when integrating over the internal
degrees of freedom in Eq. (29). Therefore adding a function g
to fuxc does not change the linear response kernel x [14]. We
have now fully characterized the behavior of the interacting
particles on a QR in terms of the KS system for weak external
perturbations. The xc kernel exhibits a strong frequency
dependence as it needs to shift the poles of xo and generate
new poles in order to have the correct density response of the
correlated system. If we Fourier transformed the kernel from
frequency to time, the frequency dependence would translate to
adependence on previous times, i.e., the frequency dependence
corresponds to memory. Therefore we have constructed the
first exact density functional with memory.

D. Frequency dependence of the exchange-correlation kernel

In a next step we investigate the frequency dependence of
the Hxc kernel in more detail. Such considerations are of im-
portance for developing frequency-dependent approximations
to the Hxc kernel [15-20], since even advanced approximation
schemes can result in unphysical behavior [21]. To simplify
the forthcoming discussion a little we will restrict ourselves
to spin-independent linear-response theory, i.e., we only allow
for spin-independent perturbations Sv(x,w) in Eq. (27) and
are interested in én(x,w) = ), dn(xo,w). Therefore we can
straightaway sum over all spin degrees of freedom in Eq. (28),
leading to

x(x,x @) =

Y 4 @),
k

Accordingly we no longer couple to the spin-triplet states, and
of the whole physical spectrum,

2
AEfS = (%) [k* +a*(q) — af (@)1,

only the spin-singlet transitions AE,; show up in our linear-
response calculations. If we further note that ¢ (x) = (x|k) is
a spatial basis (for square-integrable functions) we can express

1
k) k
g;' ( ") k*(w))( |

=Y 1K) fio() (k
k=0

It is now interesting to compare the exact expression to some
standard approximations for the Hxc kernel. We first note that

Frixe(@) =

4

Therefore the Hartree-exchange approximation (Hx) reads
with 1 =", k) (k]

, AL , , 2
wkx —x') = —((x| — D{(—=1]x") + (x| 1){1|x") + Z)

fo(w)

>t

k==%1

kl+|0> <|

since according to Eq. (26) it is simply obtained by functional
differentiation 1/2 of the Hartree term for the case of a two-
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f (au.)
6,
- Re[«lech
g Rel /2]
1
2;=. _ Hx
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2
‘ VTN
_2—

FIG. 2. (Color online) The real part of £ ., fi. and ff pa for
k=12)=10and L =1 a.u.).

particle spin-singlet state. The local-density approximation
(LDA) together with the Hartree (H) term amounts to

D Ik €grtkl+ Y 1K) Tk|+|0> 20,

k#0 k==%1

f HLDA(®) =

where €(y is determined by the second functional derivative

of the xc energy functional of the (homogeneous) ground-state

density [1], i.e.,
§2ELPA[n]
dn(x)én(x’)

= €qrd(x — x').
n=ng
We approximate it from Fig. 2, where we employ a value of
€or = 0.5 such that we on average reproduce the exact fhe=

(k| foclk) for |k| > 1. We compare the exact expression for
the Hxc kernel to the (frequency-independent) approximations
for k =1 and 2 in Fig. 2. The Hx approximation has only a
contribution for k = 1 while the HLDA approximation has a
contribution for every value of k. We further see in Fig. 2 that
for |k| > 1 and w — oo the HLDA approximation and the
exact kernel become identical.

In order to understand how the frequency dependence that
is missing in the above approximations works, it is useful
to express the interacting kernel ¥ in a different form. From
Eq. (29) we find that

2= Xo
1- )20 f Hxc
The task of the denominator 1 — X0 foc is twofold: It shifts
the existing poles of Xy and it generates poles that are missing
in the bare KS kernel. In order to do so, the denominator

has to become zero at the values of the physical resonance
frequencies AE}. This condition reads as

> KK
-

Therefore (k'| %o fHXC(AE )K"y = 8. If we interpret g Fiixe
as an infinite-dimensional matrix (in the above basis set), then
at the resonance frequencies it has only entries in the diagonal
and is zero otherwise. We see that in our case the matrix
expression of fy is already diagonal for any frequency. This
does also not change if we multiply by the matrix expression

=Y1K K |0 fine( AEGIK V(K.

k' k"
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,w(au.)

Re[(1-xofitxe)']

2 Re[(1—vo/firo)']
_3 L
Re[(1-xofirpa)']
3r
k=2 w) Qz+
2r
| SO———
100 @ w (a.u.)
= Rel(I-xofine)’]
M Rel(1- o firo)’]
3t

== Re[(1- xo fipa)’]

FIG. 3. (Color online) The real parts of (1 — xo fixe)t, (1 —
X0 fux)5, and (1 — xo furpa)f for k=1,2 (A =10 and L =1 a.u.).
The bare KS resonances w; and w, are indicated with arrows pointing
to their values on the frequency axis. We have also indicated the
single-pole approximated resonances Q and Q7 (in this frequency
range) by arrows pointing to their respective values.

for %o and find

1- (Xo foc)(w)

Yy (w)
ICI

k#£0

We immediately see that when x has a pole (v,j(a)) — 00)
then v (w) /v (w) — 0.

This behavior is nicely visible in Fig. 3, where for k = 1 and
k = 2 we have zeros at the first four eigenfrequencies of the in-
teracting system (AE;“1 =22.5, AE;[) =395, AE;’2 =179.5,
and AE ; = 99.0). As explained below Eq. (25) the excitations
of the form AE&DI are singly excited states, whereas the
excitations of the form AE,;? with |k| # [ correspond to
doubly excited states which do not generate poles in the
noninteracting response function. Indeed, we see that the Hxc
kernel generates new poles (AES, and AET;) in the exact
response function corresponding to doubly excited states
which are missing entirely in the KS kernel %y. In contrast,
the frequency-independent approximations can only shift the
already existing poles. The exact kernel does this by canceling
the bare KS poles since v,?’*'(a)) — 00, and generates the
corresponding physical poles (AE]; and AES,). We note that
the Hx approximation does only change the position of the
first KS resonance but leaves all others unmodified.
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E. Single-pole approximation

In practice, even if one had the exact Hxc kernel, calcula-
tions are often performed employing certain approximations
[1,2]. One of the most important approximations used to
determine excitation energies from a linear-response TDDFT
calculation is the so-called single-pole approximation (SPA)
[1,2]. This approximation can be derived from our previous
considerations on the Hxc kernel, from where we know that if
i- %o foc = 0 for some frequency w then it corresponds to a
physical resonance. This equation can be rewritten in terms of
a generalized eigenvalue problem called the Casida equation
[22]. By expanding in terms of KS frequencies w; [23] one
finds that the spin-singlet and spin-triplet excitation energies
are perturbatively given by

Qf = +2Re{ /dx/dx’cpgk(x)ki(x,x’,wk)%k(x)},

where O (x)
well as

= @o(x)pr(x) and ¢r(x) the kth KS orbital as

%[fxc(x/r X o) + fre(xh XL o)],
+w(x — x),
k= (ex o) = 5[ et X1 o) = fre(xt . x') wp)].

In the case at hand we can perform these integrals analytically
and find by using that 1/ u2’+(a)k) = 0 the simple expression,

Kt (x,x' o) =

Qf =0 —lRe{;}i&S (30)
T LT 20 o ] T4
In Fig. 3 we have indicated the first two shifted (singlet-singlet)
eigenvalues calculated with the SPA (] =25.2 and QF =
79.5). While the first shift of the eigenvalues is overestimated
(from the bare KS resonance w; = 19.7) the second resonance
frequency is extremely well reproduced (with the bare KS
resonance being w, = 78.9). Still the calculation of the SPA
results includes a sum over (infinitely many) / values. In order
to more easily investigate the behavior of the SPA for a large
set of resonances and cases we make a further approximation
to find a closed expression for Q. To do so we note, that the
term | D*(k,1)|? gives its main contribution for k = / and falls
off rapidly. Therefore it seems a reasonable approximation to
employ the value of the noninteracting case, i.e., | D¥ (k,])|> —
8ik.1/(2L*). This leads to the simple explicit expression,
2
Q,f_wk—i-l(AE) a)kik

il ! S NI 31
2 AEL 4 KL G

With this explicit expression® we can now easily investigate
properties of the SPA. We do so by comparing the relative

error of the SPA,
= (AEE — Q5 AES,
with the relative error of the bare KS eigenvalues,

= (AEj — op)/AES.

5If one compares the approximation of Eq. (31) with the exact SPA
of Eq. (30) for some lower lying resonances, the approximation seems
to perform usually better, at least if the summation over / is truncated
at some finite value.
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relative error
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FIG. 4. (Color online) The relative error Aki of the SPA and the
relative error 8; of the bare KS resonances for A = 10and L = 1 a.u.

The results are displayed in Figs. 4 and 5.

We first note, that the bare KS response does not have
a spin-triplet component. Nevertheless, we take the bare KS
resonances as a zeroth order guess for both the spin-singlet and
spin-triplet transitions. Therefore in general wy has a different
relative error with respect to AE,ﬁ. This can be nicely seen in
Fig. 5 in the difference between §; and §, for small values
of k. For large values of k these differences as well as the
relative error of the different approximations becomes small.
For the bare KS resonance frequencies this can be explained
by the fact, that the higher lying states are dominated by the
kinetic energy and are less influenced by the interaction. On
the other hand, since the SPA corresponds to the first term
in a Laurent expansion with respect to w; [23], it becomes
more accurate when the bare KS excitation energy is closer
to the true resonance frequency. Hence the SPA inherits the
high k behavior of the bare KS values. For the lower lying
states we find that the SPA usually strongly improves upon
the bare KS resonances (see Figs. 4 and 5). In our example
the singly excited states are well separated from the doubly
excited states. In this case the SPA describes well the singly
excited states.

The adiabatic approximations based on LDA and the
exchange-only kernel do not generate new poles and, not
surprisingly, fail to describe the doubly excited states of
the system. In order to describe doubly excited states a
frequency-dependent xc kernel is required. We are not aware
of any existing simple approximation for a memory kernel
that would be able to reproduce the doubly excited states of
our model system. Some approximate kernels exist based on
electron gas models, but such kernels would lead to artificial
complex excitation energies. In any case, our exact expression
for the xc kernel will serve as a useful benchmark to study
future density functionals.
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FIG. 5. (Color online) The relative error Aki of the SPA and
the relative error 8;° of the bare KS resonances for A = 1000 and
L=1au.

IV. OUTLOOK

In this work we have presented analytical expressions of
exact density functionals with initial-state dependence and
memory. The functionals were used to give explicit examples
of the otherwise very abstract concepts of the xc potential
and the KS construction. We demonstrated how one can
calculate the exact xc potential for an interacting model
system and how one can construct the corresponding exact,
frequency-dependent xc kernel. We have then shown how
these analytical examples can be used to investigate the basic
properties of time-dependent density functionals and to test
approximations.

These results will help to understand the properties of
time-dependent density functionals in more detail. For in-
stance, they have already been used to investigate the Floquet
approach to TDDFT [24]. Further, these exact functionals
show how initial-state dependence and memory have to be
incorporated into more accurate functional approximations. As
such one can employ these exact expressions as benchmarks
for the development of new and more reliable functional
approximations in TDDFT.
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