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Time-independent density-functional theoretic approaches to pure excited states are considered, with special
emphasis on the extensions of the constrained search to excited states. Links between the Levy-Nagy and
Gorling formulations are revealed. The excited-state analog of the Legendre-transform functional for ground
states is constructed. Powerful results for Coulombic systems may facilitate the construction of an excited-state
density functional with a simple and universal form.
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I. INTRODUCTION

The intent of the present work is to extend, clarify, orga-
nize, and systematize previous results on the time-
independent theory of pure excited states and to form a co-
herent theoretical underpinning for excited-state density-
functional theory (DFT), where the theoretical foundations
are presently less well established than for ground states.
Further, for the purpose of approximating the time-
independent excited-state functionals, several of their prop-
erties are derived. The scope of the present paper does not
include the common time-dependent density-functional
theory [1-7], nor does it encompass “ensemble mixing”
methods for computing excited states [8—14].

Within the confines of excited-state density-functional
theories that use a “pure state” and “time-independent” for-
mulation [15], there are several outstanding theoretical is-
sues. Some relate to problems in, or extensions to, existing
work along these lines. For instance, Lemma II of the impor-
tant 1999 paper of Gorling [16] on excited-state density-
functional theory does not apply for certain special densities,
and so the proof provided for this theorem needs to be modi-
fied a little. More severe, however, is the somewhat disorga-
nized state of the general theory: what is the relationship
between the Levy-Nagy [17,18] and Gorling [16] function-
als? For ground states, an important complement to the
constrained-search formulation is provided by the Legendre-
transform formulation [19,20]. Is there a similar functional
for excited states? These issues form the heart of the present
paper, and will be addressed in Sec. III. Foreshadowing our
results, we formulate an analog to Lemma II of Gorling [16].
We observe that the Gorling functional can be viewed as a
special case of the Levy-Nagy bifunctional and, through sta-
tionary principles, we generalize the Legendre-transform
functional to excited states. In addition, we derive a station-
ary property and some bounds for the Levy-Nagy functional
and, finally, remark on the simplifications that occur when
we restrict ourselves to Coulombic systems.

II. VARIATIONAL PRINCIPLES FOR EXCITED-STATE
WAVE FUNCTIONS

A necessary foreward to any density-functional theoretic
treatment for pure excited states is a brief exploration of the
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wave-functional analog. To this end, we present a number of
different formulations for excited-state energies. First among
them:

(i) A wave function W, is a stationary state of the
N-electron system with external potential v(r) if and only if
the energy is stationary:

(W, |Alv; N1 ¥
5EN,v(r)[\Pk] _ <‘1’k|‘1’k>
sv sV

=0. (1)

The kth excited state is the (k+1)th stationary point, count-

ing from the lowest-energy state V.

L SEnuel W . . .
The notation %[k] indicates that the functional deriva-

tives are evaluated for ¥ =V,. Equation (1) is the basis for
the Gorling excited-state density functional [16].

There are also a number of methods for determining ex-
cited states in which an excited state’s energy is an extremum
of some functional. The most fundamental one states the
following:

(i) W, is the kth-excited-state wave function of a system
if and only if among all wave functions orthogonal to the
lower excited states, it minimizes the energy. Thus

. (P|H[v;N]|P)
EdosN] = Jnin, wwy
(PR fo:ND=0;0= <k}

. (W|H[v;N]|W)
W [v;N] = arg min <‘I’|—\I’>
{W(W|W [v:N])=0;0=j<k} (2)

where the minimization is subject to the constraint that the
wave function is orthogonal to the lower-energy eigenfunc-
tions {¥ {v;N] i-:é of the system in question.

This second principle is more directly analogous to the
ground-state variational principle (since it reduces to this
principle when k=0) and is the basis for the Levy-Nagy
excited-state density functional [17,18].

An aspect of (ii) is that it, in principle, requires one to
“precompute” all the lower-lying eigenstates of the system.
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One way around this is to use the Courant max-min prin-
ciple:

(iii) Courant max-min principle [21,22]—Let C, be a
k-dimensional subspace of the space of all wave functions.
[For concreteness, we may take this to be the appropriately
antisymmetric elements of the first Sobolev space HQ(RW).]
Then

- (V[H[v;N][W)
EJv;N]=max min W,
G {Wwicy)
- (Y|H[v;N]|Y)
W, [v;N] = argy max min W
G {P|PLCy) (3)

The inner minimization is over all wave functions that are
not in the subspace (;, while the outer maximization is over
the subspace C; (and could be carried out, for instance, by
varying the basis set of this space).

Equation (3) may be rephrased as a minimization of the
energy subject to the constraint that the wave function is in

the complement of Cy, C,. This yields what may be termed
the “Courant complement,” namely:

(iv) Courant complement—Let C, be a subspace with
codimension k. Then

_ (V[H[v;N]| W)
Ev;N]=max min W,
G {W|wely
_ (¥|H[v;N]|¥)
W [v;N] = arggy max min W
G (W[wely (4)

Yet another principle may be derived from Eq. (4). Note that
if the space of wave functions under consideration is finite
dimensional with dimension m, then Eq. (4) is a method for
determining the (m—k)th highest eigenvalue. By analogy, we
may determine the (k+ 1)th eigenvalue by the following pro-
cedure:

(v) Poincaré-Fischer-Pélya-Schiffer (PFPS) min-max
principle [22-24]—Let I’;,; be a (k+1)-dimensional sub-
space of the set of all electronic wave functions. Then

V|H[v;N]|¥
EJv;N]=min max %,
]Pk+1 {‘P“I’E]Pkﬂ}
. (V|H[v;N]|¥)
W, [v;N]=argymin  max <\I’|—\I’>
Pror {¥|Welyq} (5)

Though Eq. (5) does not seem to have been used previously
in the context of the electronic Schrodinger equation, this
result has appeared in the mathematics literature. In particu-
lar, as noted by Pélya and Schiffer [22], the theorem is a
corollary to the theorem of Poincaré [24] on the interlacing
of eigenvalues (i.e., the notes of the characteristic equation of
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the associated matrix) as the size of the basis set is increased.
(For the Schrodinger equation, this interlacing theorem is
credited to Hylleraas, Undheim, [25] and MacDonald [26].)
In the present form, Eq. (5) may be credited to Fischer [23],
who derived the analogous result for quadratic forms in
1905.

There is also a complement to the PFPS principle,
namely: _

(vi) PFPS complement—Let [°,; be a subspace of the set
of all electronic wave functions with codimension (k+1).
Then

WV H[v;N]||¥
E[v:N] EgliFnj max <|<[q,|—q,>]|>
Pt (WL}

Vo] = argpmin max NI
ki b g‘l’ - — <,\Ij|\lj>
Pret {P[W LD} (6)

Unlike (i) and (ii), which are directly associated with exact
density functionals for excited states, (iii)—(vi) give density
functionals that are bounds to the exact excited-state density
functionals. Some of these bounds are related to those de-
rived by Lieb [27].

III. VARTATIONAL PRINCIPLES FOR EXCITED-STATE
DENSITIES

A. Ground-state constrained-search functional
Perdew and Levy [29] note that the ground-state
constrained-search functional [28],
N

(W|T+V,, + 2 v(r)|¥)

i=1

(W)

Egs[p] = min
{W|W—p(r)}

. <<\If|f+ 0, w)
= mi —

W) + p(r)v(r)dr)

{W[W—p(r)}

= Fp] + f plr)o(r)dr, @

is actually stationary for certain excited states [29]. In Eq.

(7), T denotes the kinetic-energy operator, V,, denotes the
electron-electron repulsion energy operator, and the mini-
mum is over all antisymmetric N-electron wave functions
with electron density p(r). We denote the wave function that
minimizes Eq. (7) as

(W|T+V,,|¥)

(VW)
(W[ W p(r)} (8)

VS[p]=arg min
——

and so

FS[p] = (WS W S[ph A ol W S[pD,  (9)

where we have introduced the notation
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F=T+V,,. (10)

The constrained-search functional is actually stationary
for certain excited states. The key equation is the chain rule
for functional derivatives

(5E55[p]) _ J OE, MW [ p]] 8¥(7)
Sp(r) S¥S(n)  op(r)

where E, ,[ W] denotes the Rayleigh quotient,

= dr, (11)
N

(V| Hlv;N][P)

W) (12

Ev,N[\P] =

Because Eq. (11) is only valid for number-conserving varia-

tions in the density (unless the Fock-space wave function is
Oy

S|
considered), Eq. (11) only determines (%) ~ Up to an ar-

bitrary constant, which we denote w [30]. When W[ p]is an

. A . & ECS
eigenstate of H[v;N], W:O, and so (55;(£;)])N: w. It
SEGS[p] . .
follows that (W)N: w if and only if
V[ pylv: N1 = ¥, [v:N], (13)

where p[v;N,r] is the kth-excited-state density for the sys-
tem with N electrons in external potential v(r) and W [v;N]
is the kth-excited-state wave function for this system. The
k=0 case is just the standard “ground-state” constrained-
search result.

The key result,

5E§S[Pk]> _
( S Iyt (1)

indicates that the constrained-search energy functional is sta-
tionary with respect to number-conserving variations in the
density about pi(r), which is similar to the result for the
stationary states of wave functions [Eq. (1)]. Unfortunately,
Eq. (14) does not hold for many excited-state electron den-
sities: electron densities that are “excited-state densities” for
one system are frequently ground-state densities for other
systems, and in this case ES°[p]=E, [V S[p,]] is a lower
bound to the excited-state energy E,.\[W;] [28]. Even if
there is no ground state with the electron density pv;N,r],
this could be the density of the /th excited state of some other
N-electron system, W [w;N] [31-34]. In this case, the con-
strained search will converge to whichever state has a
smaller value for

(P|F1P)

Y=gy

(15)
which may or may not correspond to the state with the low-
est excitation level or total energy [28].

We summarize the preceding results in a theorem:

Theorem 1 (Perdew and Levy [29]). Let p[v;N,r] denote
the kth-excited-state density (k=0) for the system with N
electrons bound by external potential v(r). Let W [v;N] de-
note one of the eigenfunctions for this state. The constrained-
search functional Ess[p] is stationary with respect to
number-conserving variations about pg(r) if and only if
V[ ]=V,[v;N], and if this result holds, then ES°[p]
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gives the eigenvalue for this state, E;[v;N]. However, this
favorable result can occur only when every other electronic
eigenstate with the same density, ¥ [w;N], satisfies

F[W [w:N]]= F[¥,[v:N]] (16)

or, equivalently,

EviN] - E[wiN] = f o (Dv(r) o) ldr.  (17)

B. Gorling excited-state functional

The early work of Perdew and Levy [29] suggests seeking
a way to adapt the conventional constrained-search func-
tional so that it is stationary for any excited state, rather than
just a few special choices of excited states. To this end, de-
compose the energy into two parts,

Eu;N[q’k] =FV¥, ]+ f pl¥yirju(r)dr, (18)

where p[W,;r] denotes that the electron density is a func-
tional of the wave function W,

N
<‘Pk|2 5(ri—")|\Pk>
o i=1
p[qilnr] = <\Pk|\Pk> B (19)

and a function of the position in space, r. Substituting Eq.
(18) into the stationary principle for the energy [Eq. (1)], we
find that

SFTV,] - ) f p[\I’k;r]v(r)dr. o0

ov ov

The right-hand side of Eq. (20) is unchanged as long as the
variation in the wave function does not change the electron
density, leading to the conclusion that [16,35,36]

OF [‘I’k]) 0
— =0, (21)
( Vv

where the notation indicates that the electron density of the
wave function is held constant during the variation. This
leads to the excited-state energy density functional proposed
by Gorling [16,35],

Filpl= stat F[V], (22)
{W[w—p}

where the notation indicates that among all the wave func-
tions with the electron density of interest, one locates those
for which F[W] is stationary with respect to variations in the
wave function that conserve the electron density. The result-
ing stationary points and their associated eigenfunctions,

‘Pf[p]zarg stat F[W¥], (23)
v {W“P—V)}

are labeled with the index v, which could, in general, be any
index set. As yet, we have no reason to suspect that the
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number of stationary points is countable, and so it is imper-
missible to assume that v is an integer [16].

The preceding analysis yields “Lemma 17 of Gorling
[16], which in the present notation, is as follows:

Theorem 2 (Gorling [16]). Suppose WV, to be the eigen-
function of the kth excited state for the some electronic sys-
tem. Then F[W] is stationary with respect to density-
conserving variations about W, and so there exists some
value of v such that the argument of the Gorling functional
‘I’f is equal to W;. In general, v#k.

Gorling [16] supplemented the preceding result with his
“Lemma 2,” which suggests that to every stationary point of
the Gorling function there corresponds an electronic system,
with external potential

(24)

for which ‘I’f is a stationary state. [We neglect the arbitrary
constant in the functional derivative of Eq. (24) because
shifting the external potential by a constant has no effect for
changes in density that preserve electron number. ]

Despite the well-known v-representability problem in
ground-state density-functional theory, one might suspect
that the above result is correct. For example, many of the
electron densities that are not ground-state v-representable
are electron densities for some excited state of the system
and indeed, it is precisely such excited states for which the
conventional ground-state constrained-search functional suf-
fices [29]. However, the examples of non-v-representable
constructed by Englisch and Englisch [37] are not stationary-
state densities for any external potential, as is clear from the
fact these counterexamples are designed to render the Hamil-
tonian noninvertible. We call such densities totally
non-v-representable, since they are not a stationary-state
density for any electronic system. Moreover, such densities
are not ensemble v representable [37,38]: one cannot form
these densities through convex linear combinations of the
electron densities from a degenerate stationary state of an
electronic system.

Recalling that the ground-state constrained search has a
minimum for any N-representable density [19,28], and ob-
serving that the FS[p] is just the special case of the Gorling
functional where the stationary point is forced to be a mini-
mum, we deduce that the Gorling function will be stationary
even for totally non-v-representable densities, which contra-
dicts the assertion that every stationary point of Eq. (22)
corresponds to a real electronic system. We recall, however,
that totally non-v-representable densities can be viewed as
the ground-state densities for systems with external poten-
tials that are generalized functions [30]. This leads to the
following theorem:

Theorem 3 (extension of Lemma 2 of Gorling [16]). Let
W¢[p] denote the wave function associated with a stationary
value of the Gorling functional [Eq. (22)] for the electron
density p(r). Then there exists a generalized function d(r) so
that \Iff[p] is an eigenfunction of the Hamiltonian with this
“generalized external potential,”
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N
(f’ +2 d(f))‘l’f[p] =EV7[pl,, (25)
i=1
and therefore the “energy” of this system,
N
(W|F+ 2 d(r)| W)
i=1
E NP] = , 26
d,N[ ] <\If|‘P> ( )

is stationary with respect to variations in the wave function
_\yG
about ¥=¥"[p].
Proof. Define

MG ’ G
Ny(rl, ,rN)+Vee\I’V(rl, ...,rN)

D(rl, ,I‘N) =
\I,g(rl, ,rN)
(27)
Note that, because ‘I’f(rl ,...,ry) will have nodes in it,
D(ry,...,ry) is generally not a function, but a “generalized

function” or distribution. By this, we connote that while
D(ry,...,ry) is not a function, it can be written as the limit
as a sequence of functions, each of which is in the function
space appropriate to the potentials for electronic systems.
(Following Lieb [19], we can take this space to be
L32(R3M) + L=(R3M), but the precise identity of the space de-
pends on the space of densities under consideration [39], and
will not be of consequence in the following analysis.)

Define a pj-stationary variation SW about WY as any
variation for which

O:JJJJ &I}(”’""rN)\Iff(rl’"""N)d”kﬂ"'dr,\,.

(28)

A py-stationary variation does not change the k-electron dis-
tribution fu(nction of the system to first order, which we de-
note (Jpg’"’]) pk[\l,c]=0, in similitude to the notation in Eq.
@1). ’

Denote the set of all p;-stationary variations about ‘I’f as
S{WE]. It is clear that every p;-stationary variation is also py
stationary if k<j (S,[¥5]DS j>k[‘l’f]) and that, moreover,
there are more p;-stationary variations than there are
p;-stationary variations (S[PON\S j>k[\1"3] # ). In addition,
if ¥, and 8V, are in S,[V]], then S+ 8V, and «- SV,
are also in Sk[\Iff] (where « is a constant). So the set of
pj-stationary variations, Sk[\I’f], being a subspace of a Hil-
bert space, is also a Hilbert space.

Referring back to Eq. (27), we decompose D(ry,...,ry)
as a sum of g-body terms,

N N N
D(ry,...or)= 2 o+ X 2dlry,...rp). (29)
ig=ig_1+1 ir=ij+1 ij=1

It is exceptional that ¢<<N. However, in the special case of
interest, F[W] is p, stationary about W<, and so for all
o¥e 51[‘1'?],
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FIW9 + 8¥] - F[¥9]=0 (30)

(to within terms of order ||SW|?). Using definition (15), we
simplify Eq. (30) to find that, except for terms of O(||S¥|7),

(WS + SU|FVS + 6¥)  (FS|FPE)
(WO + 8U[Wo+ 5%y  (WE|WE)
~ <\If‘:|13“|\1";‘>< (VW) <\If‘3|(w>)
A 50 5 (TEws (Wl
(8| F| WOy + (WO|F|sW)
+ GG
(WSws)

(WS F1w6)
(W)

_(SW|FIWE) + (WE|F|5W)
- (W)

(31)

The second two terms on the first line vanishes because ev-

ery p;-stationary variation is also py stationary. Because Fis
a Hermitian operator, we deduce from Egs. (31) and (30) that

(WO|F|5W) + (8|F|WC) = 2 Re((SW|F|WY)) =0. (32)

Substituting Egs. (27) and (29), we have

N N N
Re((ﬁ\I’| > D> > d(ril’ ,riq)|\lff)> =0.
il ip=ipHl Q=1

(33)

Because electrons are identical particles, we conclude that
for every SV e Sl[\Iff],

Re[(8Wd(ry, ... ,r,)| W] =0. (34)

Now, if g>1, we will be able to choose a variation oW
that is in S,[WS] but not in S,[¥9] for which Eq. (34) is
invalid. [This follows from the fact a Hilbert space has
enough elements to “separate points” or, more specifically,
from the fact that Eq. (34) can be used to define a subspace
of Sl[llff] with codimension 1 for which Eq. (34) does not
hold.] The fact that Eq. (34) must be true for all ¥ in
S,[WS] implies that g=1 in Eq. (29); i.e.,

N
D(ry, ...,ry) = 2 dr). (35)
i=1

Substituting this expression into Eq. (27) and rearranging
yields Eq. (25). |

It is important to recognize that the Hohenberg-Kohn
theorem does not hold in any meaningful way for general-
ized external potentials—two different generalized external
potentials can have the same ground-state density [30,39]
and, indeed, it is possible (even likely) that several different
distributions will satisfy Eq. (27), although, by the above
analysis, all of them will have one-particle form (35).

This ambiguity is best illustrated with an example. Con-
sider the following two sequences of external potentials:
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" 0 if r<l1 36)
U= i >,
and
0 if r<i
wy(r)={W if [r-[2,0,0]| <1 (37)

H otherwise.

Each of these potentials is in L*(R?), and is thus permissible
according to any reasonable conditions imposed on poten-
tials. However, forming the generalized external potentials
by sequence in which H increases to infinity, vy(r) becomes
a simple “electrons-in-a-sphere” system, while wg(r) con-
sists of two “spheres,” with different potentials, separated by
an infinite barrier. If W is chosen to be sufficiently large, the
electrons will be localized in the sphere centered at the ori-
gin, so that the ground state-electron density (and, if W is
large enough, some of the excited states too) of the two
different generalized external potentials will be the same
[39,40]. Thus, evaluating the functional derivative of FS[p]
with respect to the electron density gives

SFSlp]

o) —d(r)+ u. (38)

However, if d(r) is not a potential, but instead a generalized
function, then it must be recognized that there are many dif-
ferent generalized functions that may serve to describe the
same functional derivative. In a proper mathematical sense,
then, we may consider the functional derivative to be an
“equivalence class” of all the generalized external potentials
consistent with Eq. (38), with the understanding that the
equivalence class will have only one element when func-
tional differentiation yields an appropriate external potential.
(Though they did not describe it in these terms, this is the
phenomenon that underlies the assertion of Englisch and En-
glisch [41,42] that the functional derivative of the ground-
state Legendre-transform functional does not exist for totally
non-v-representable densities.)

We conclude this section by reiterating that when viewed
in the appropriately generalized form of Theorem 2, Lemma
2 of Gorling [16] is essentially correct: there are “electronic
systems,” in a generalized sense, that correspond to each and
every stationary point of the Gorling functional [16]. Recent
numerical applications based on the approach of Gorling
[16] have given promising results, which reinforces the fact
that there are no essential theoretical problems with this for-
mulation [35,43-45].

C. Levy-Nagy excited-state functional

Perusal of the preceding argument reveals that the Gorling
functional can be regarded as the natural generalization of
the stationary principle for the wave function [Eq. (1)] to
density-functional theory. An alternative approach, due to
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Levy and Nagy [17,18], is based on the constrained minimi-
zation approach to excited states [Eq. (2)]. Specifically, one
replaces the minimization over wave functions W that are
orthogonal to the lower-energy eigenfunctions of the system,

min

E,[v;N] = min

”{w

Vop

In analogy to the ground-state constrained-search functional
[Eq. (7)], the inner minimization defines the Levy-Nagy
excited-state density functional [17,18],

(W|F|w)
FLN[p’ U] = min ?
‘ (¥[w)
Vop
{qj (P [0;N])=0;0=j<k ] (40)
and the minimizing wave function is denoted
(W|F|w)
WEN p,v] = arg min —_—
‘ (W)
Vop
{\IJ <\I’|\I’j[v;N]>:();()Sj<k } (41)

Note that, unlike the Gorling functional F[p], the index
labeling the different states in the Levy-Nagy function
F{™p,v] has direct relevance to the excitation level of the
state of interest. The trade-off is that the Levy-Nagy func-
tional is not a simple functional of the electron density, but,
as written here, a bifunctional of the electron density and the
external potential.

We here observe, by the way, that the Levy-Nagy func-
tional can be nicely made convex by simply replacing the
pure state V' in Eqgs. (40) and (41) with ensembles, where
each element of an ensemble is constructed from wave func-
tions orthogonal to the lower excited states, {¥ {v,N]}.

Referring to Eq. (40), it is clear that we can substitute for
the external potential any quantity that determines the elec-
tronic Hamiltonian of the system of interest, thence deter-
mining the identity of the k states of the system to which the
wave function is constrained to be orthogonal. In particular,
based on the Hohenberg-Kohn theorem, one could choose to
use the ground-state electron density instead of the external
potential in defining the orthogonality constraint as, in fact,
was done by Levy and Nagy [17] in their original paper.
Unfortunately, if one takes this approach the resulting func-
tional, FﬁN [p.pgs), is not unambiguously defined except
when the reference density is v representable. This, however,
is primarily a “formal” difficulty: practical computational
studies have been performed using the Levy-Nagy criterion
[18,46-50] or an alternative criterion (based on minimizing

(\If\\I’j[v;N]):O;OSj<k }
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v [v ;N]}l]:é with a nested minimization, the inner minimi-
zation over all wave functions that are orthogonal to the
lower excited states that give a desired density p(r), and the
outer minimization over all densities:

(W[F|¥)

W) + f p(r)v(r)dr

(39)

the error in the Kohn-Sham kinetic energy of the noninter-
acting system) proposed by Samal and Harbola [51,52]. Sa-
mal and Harbola [53] also developed a local-density approxi-
mation that is effective for the Levy-Nagy approach. Tasnadi
and Nagy [46,54] developed orbital-based exchange formu-
lations.

As noted by Levy and Nagy [17], p,(r) can be replaced
by the external potential. This choice has important practical
benefits. For example, while the ground-state density for a
system of interest is generally unknown, the usual input to
quantum chemistry calculations (e.g., the types and positions
of molecules composing atoms) define the external potential
for the system of interest. Indeed, the variational principle

E\Jv;N]= min, Flp.v]+ f p(r)v(r)dr
p(r) (42)

for the energy and electron density of the excited state al-
ready depends on the external potential, and so adding a
dependence on the external potential to the excited-state ana-
log of the Hohenberg-Kohn functional is relatively unprob-
lematic. Finally, it is possible that the external potential will
be useful in deriving improved approximations to FIk‘N[p],
even for the k=0 case. Note, for example, that many func-
tionals for inhomogeneous densities in the classical theory of
fluids depend explicitly on the external potential, as this is
useful for describing the dependence of the hole-correlation
function on the external potential [55,56]. The exchange-
correlation hole in molecules is similarly strongly influenced
by the shape of the external potential [57]. Thus it is reason-
able to expect that including an explicit dependence on the
external potential in our functionals may facilitate modeling
electron correlation and, in particular, allow one to treat an-
gular and radial correlation effects separately. Finally, we
note that potential-based DFT seems to be a useful alterna-
tive to the conventional density-focused approach, with the
directly available information about the potential being par-
ticular important for materials exhibiting noncollinear mag-
netism [58-60].

Based on the similarities of both the Levy-Nagy and Gor-
ling functionals to the original ground-state constrained-
search formalism, one might suppose that the two functionals
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are related. To investigate further, we prove results that are
analogous to Theorems 2 and 3.

Theorem 4. F{[p,w] is stationary with respect to varia-
tions in external potential about w(r) if and only if p(r) is the
eigendensity associated with the nondegenerate kth excited
state of the N-electron system with external potential w(r).

Proof. Suppose p(r) is an eigendensity associated with the
kth excited state of the N-electron system. Then, by defini-
tion,

Ej[w:N]=FMp.w]+ f p(r)w(r)dr. (43)

Suppose that the kth excited state is not degenerate.
Then, from the Hellmann-Feynman theorem,
E[w+ éw;N]|-E[w;N]=[p(r) w(r)dr. [We omit terms of or-
der ||6w(r)|[*.] Then, from Eq. (43),

FiIN[paw + 5W:| - FilN[p9W] =0 (44)

for a nondegenerate state. That is, FéN[p,w] is stationary
with respect to variations in external potential about w(r).

The converse of this result is proved in a similar manner
to Theorem 3, and reveals the link between the Levy-Nagy
and Gorling formulations of excited-state density-functional
theory. In particular, since F£"[p,w] is stationary with re-
spect to variations in external potential about w(r),

0= FéN[P’W + 5W] - F]l(‘N[p’W]

(W o + W] F[ WM pw + Sw])
(M + W TN paw + Sw])

(W p,wllFI e p,w])
TN oW W p,w])

_ <\Plk‘N[p?W] + 5\1’5w|ﬁ|\1’11§N[P, W] + N&W>
(‘I,éN[P’W] + 5\P§W|\I’1]€N[p’ W] + 8\1,5W>

W o wll FVE o) .
- <\I,éN[p’w]|\I,£N[p,w]> =2 Re((8W 4,|F| ¥ [p,w])),

(45)
where we have defined
Vs, = Vi p,w+ ow] -V p,w]. (46)

By the definition of the Levy-Nagy functional [Eq. (40)],
it is evident that the two wave functions of interest,
WiV p,w]+ 8P, and WiV p,w], have the same electron
density. So 8V, is a p;-stationary variation of Wi"[p,w].
By having different choices for the change in external poten-
tial, dw(r), we can span the space of all p,-stationary varia-
tions, S,[‘PéN[p,w]]. Using the same argument as in the
proof of Theorem 3 [cf. Egs. (32)—(35)], we conclude from
Eq. (45) that there exists a generalized function, d(r), for
which

N
FYMp,w]= (E -2 d(ri))‘l’ﬁN[p,WI (47)
i=1
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From the definition of the Levy-Nagy functional,
WM p,w] is orthogonal to the first k eigenfunctions of the
system with external potential w(r), {\I’,-[w;N]}f;(}. Suppose
d(r) #w(r); then \IfiN[w,p] # W, [w;N] [19]. This, however,
indicates that one can construct a p;-stationary variation
about Wi’ p,w], ¥, that is orthogonal to the first k eigen-
functions of the system and lowers the energy. That is,

(T p,w]+ 8V | F| W p,w] + 5V ,)
<\P11<‘N[P’ W] + NthiN[p’ W] + 5\Pd>

+ | pr)w(r)dr

W oWl FI W o, w])
MWl Mp,wl)

+ | p(r)w(r)dr. (48)

(To construct such a variation, use a variation that is domi-
nated by the desired eigenstate, W;[w,N] and use small por-
tions of higher-energy eigenstates to fulfill the requirement
of p; stationarity.)

Equation (48) implies that F[W{"+ 8V ,]<F[Wi"], con-
tradicting the definition of W{"[p,w] [Eq. (41)]. We con-
clude that d(r)=w(r). Thus, if FﬁN[p,w] is stationary with
respect to variations in external potential about w(r), then
p(r) is an eigendensity of the kth excited state of the system
with this external potential. |

The generalization of Theorem 4 to degenerate excited
states is that F’ fN [p,w] is stationary with respect to a space of
variations in the external potential, V,[v], with codimension
gjg;—ll— 1, where g is the multiplicity of the degeneracy. We
will not prove this extension here, because it requires only a
small adaptation of a proof we will present later (cf. Theo-
rem 8). The key idea is that the F{"[p,w] is stationary with
respect to the set of perturbations that do not break the de-
generacy.

Referring back to Eq. (45) in the proof of Theorem 4, we
have the following:

Theorem 5. If FX"[p,w] is stationary with respect to varia-
tions in external potential w(r), then F[W"] is p, stationary
with respect to variations in the wave function ;.

Comparing this result to Eq. (32) in the proof of Theorem
3, we recognize that the Gorling functional F¢[p] is the re-
striction of the Levy-Nagy functional to generalized external
potentials for which F{"[p,v] is stationary. To see this more
explicitly, label the stationary points of the Gorling function
in a revised manner, using two indices: k to specify the ex-
citation level of the wave function and \ to “count” the num-
ber of different kth excited states with the same electron
density. With this revised notation, Ff[p]—>F,€>\[p]. Simi-
larly, we label the generalized external potentials for which
the Levy-Nagy functional is stationary with d,(r), so
FéN[p,d]HFéN[p,d)\]. From Theorem 35, the fact FﬁN[p,vx]
is stationary with respect to variations in the external poten-
tial implies that F[W:"[p,v,]]is p, stationary with respect to
variations about Wi"[p,v,], leading to the conclusion that
p(r) is an eigendensity for the kth excited state of the
N-electron system with external potential d,(r). Similarly,
from Theorem 3, we conclude that because F] [\I’,?J\[p]] is p;
stationary with respect to variations about \I’kG,)\[p], p(r) is an
eigendensity for the kth excited state of the N-electron sys-
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tem with external potential d, (r). This establishes the follow-
ing:

Theorem 6. The Gorling functional F9[p] is equivalent to
the restriction of the Levy-Nagy functional F;[p,w] to ex-
ternal potentials for which it is stationary with respect to
further variation.

From the reverse perspective, the Levy-Nagy functional
can be viewed as a generalization of the Gorling functional.
Samal and Harbola [51] already observed that the Levy-
Nagy functional is a generalization of the Gorling functional.
Their argument is based on the version of the Levy-Nagy
functional that employs the ground-state electron density,
Fi'lp.pgs] [511.

One advantage of the Levy-Nagy functional [17,18] is
that because of its explicit dependence on the external poten-
tial, one can avoid consideration of generalized external po-
tentials. As is clear from Theorem 3, however, there is no
way to avoid considering generalized external potentials in
the analysis of the Gorling formulation [16]. One disadvan-
tage of the Levy-Nagy formulation is that it may be difficult
to design approximate functionals for which F[p,v] is sta-
tionary.

0=Ap(r)

(Yo N+ AP+ AW 45 [Wo N+ AV + APP 4 -
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For the ground state, k=0, the Hohenberg-Kohn theorem
[61] indicates that for any given electron density p(r), there
is at most one external potential v(r). It is not known
whether the corresponding result for excited states is true. To
account for the possibility that there may be more than one
external potential with the same kth-excited-state eigenden-
sity, we label the external potentials for which Fi\[p,v] with
the additional index A, which labels “which external poten-
tial” we are referring to. We can show, however, the follow-
ing:

Theorem 7. If p(r) is the kth-excited-state eigendensity for
two external potentials v,(r) and v,(r), then the distance be-
tween the external potentials is greater than zero. This im-
plies that the external potentials for which p(r) is the
kth-excited-state density are isolated points in the space of all
permissible external potentials.

Proof. Suppose this was not the case. Then for some ex-
ternal potential v,(r), there would exist a small perturbation,
Av(r)=v,(r)-v,(r), which did not change the electron den-
sity to any order. Writing the change in wave function due to
Av(r) as a perturbation series, where A¥® is proportional to
the size of the perturbation to the kth power, we have

(Vo NI+ APD 4 AT 4o Wy N+ ATD 4 AT 4y

= (Plv. N|p(r)[¥[v,,N])

=2 Re((AWY|5(r)[W[v,,N1)) + (A¥ D] 5(r) | AW D) + (AW ?|5(r) (v, N])
~ (APDATD ) 42 Re((AP D[ Wv, NI Wo,,N1|p0r) | Pv N + -+, (49)

from which it is clear that the requirement that the electron
density do not change imposes extremely restrictive con-
straints on the nature of the perturbation Av(r). Let us sup-
pose, however, that these constraints were satisfied for some
perturbation. Then, in general, they would not be satisfied
when the size of the perturbation was halved, as the delicate
cancellation of terms would no longer occur. From this gen-
eral type of argument, we deduce that given two external
potentials with the same kth-excited-state density, there will
be no constant-density path connecting the two external po-
tentials. The absence of such a path, however, indicates that
every external potential with a given kth-excited-state den-
sity p(r) is isolated in the space of permissible external po-
tentials. |

Theorem 7 is important because any set of isolated points
in a separable function space is necessarily countable. That
is, if the external potentials under consideration has a count-
able dense set, then Theorem 7 indicates that the number of
external potentials that share a given kth-excited-state den-
sity will always be countable, allowing us to choose the in-
dices labeling these external potentials as integers. As a con-
sequence, the state index for the Gorling functional F9[p]
could be chosen to be integers.

Unfortunately, the spaces of external potentials usually
considered, e.g., L¥*(R3)+L*(R?), are not separable because
L*(R?) has no countable dense subset. However, if we re-
strict ourselves to the type of external potentials considered
further in Sec. IV [e.g., external potentials that can be written
as a sum of a function in L.*3(R3) and a bounded and con-
tinuous function], then the set of external potentials will have
a countable dense set.

A recent computational study by Gaudoin and Burke
[62,63] (and later work by Samal and co-workers [51,64])
suggests that the first Hohenberg-Kohn theorem cannot be
extended to excited states. In particular, these studies provide
strong numerical evidence that it is possible for the same
electron density p,(r) to be the kth-excited-state density for
several external potentials [62]. These studies are suggestive
and plausible but not decisive [65]. The essential problem is
that the density-potential mapping is very ill conditioned:
giant changes in potential can give rise to tiny change in
density. (This is true even for ground states.) Because of this,
it is impossible to provide decisive numerical evidence for
the absence of the excited-state Hohenberg-Kohn theorem.
(Mathematically, the problem is that the spectrum of the lin-
ear response kernel has an accumulation point at zero, and so
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its inverse has an infinite number of arbitrarily large eigen-
values. These eigenvalues befuddle numerical applications
[66,67].) Still, the result of Gaudoin and Burke [62,63] is
enough to suggest that there is no way to reduce the Gorling
functional to a single index form. So it is generally impos-
sible to choose the label v in F¢[p] to be equal to the exci-
tation level.

D. Legendre-transform functional to excited states

For the ground state, the Legendre-transform functional
[19,20,68-71],

FY¢[p] = sup E[v;N] - f p(r)v(r)dr,
ey (50)

provides an alternative to the constrained-search formalism.
The Legendre-transform functional in Eq. (50) originates
with Lieb [19]. (Though many other researchers had dis-
cussed the DFT from a Legendre-transform perspective, by
and large they did not consider the Legendre transform as an
alternative to the constrained search [68—71].)

Based on the similarity of Ff[p] and FﬁN[p,v] to the
Levy ground-state constrained-search density functional, we
expect that there is also a Legendre-transform functional for
excited states. To this end, we have the following:

Theorem 8. Suppose the kth excited state of the system
with external potential v(r) is g-fold degenerate. If py(r) is
one of the eigendensities of this state, then

lpwv] = Efv,N]- f pi(r)v(r)dr (51)

is stationary with respect to a space of variations in the ex-
ternal potential, V,[v], with codimension gﬁg;—ll—l. The con-
verse is also true.

Proof. Suppose that p,(r) is an eigendensity for a g-fold
degenerate state with external potential v(r). Denote a set of
degenerate eigenfunctions spanning the degenerate subspace
of the kth excited state with {i;}%,. Changes in external po-
tential, dv(r), have two effects. First of all, changes in exter-
nal potential will split the degeneracy if the eigenvalues of
the perturbation matrix,

N
Vi = (| 2 S0(r) |1, (52)
i=1

are not all identical. Equivalently we have that the energy
shift A[dv(r)] is independent of the coefficients {k,}$_, of the
degenerate basis functions:

8
Xkl ). (53)

n=1

g N
Also(r)] = X kpth | 2 S0(r)
n=1 i=1

Defining the transition densities according to

N
(1) = (W, | 2 8 =D p) = (o', (54)
i=1

the condition in Eq. (53) can be re-expressed as
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8§ &
Alov(r)]= 2 2 Kk, J Pun(r) S0 (r)dr. (55)

m=1 n=1

A[6v(r)]=0 for all choices of {k,,}*_, if and only if

f Pmn(r) S0 (r)dr =0 (56)

for all 1 =m,n=g. Equation (56) defines gig;—ll constraints.
One constraint can be relaxed because it is not necessary that
A[Sv(r)]=0:A[Sv(r)] can be any number, as long as that
number is independent of the particular choice of the coeffi-
cients {k,,}5_,. That is, one can choose one of the integrals
I ppm(r)Su(r)dr to have any value one likes, but then one
must have that

f Pun(r) S0 (r)dr = J Pyum(r) S0(r)dr (57)

and

f py(ru(r)dr=0, 0=i<j=g, (58)

or otherwise the degeneracy will be lifted [72]. These con-
straints define gﬁ'g;—ll—l hyperplanes in the space of external
potentials, and so there is a subspace of external potentials,
V[v], with codimension gig;—ll— 1, such that any external po-
tential in this space will preserve the level of the degeneracy.

For any dv(r) € V,[v], we have that

Efv+ 6v;N]-Efv]= f pi(r)v(r)dr, (59)

where pi(r) is the electron density of any of the degenerate
eigenstates. From Eq. (59) we deduce that I';[p;,v], as de-
fined in Eq. (51), is stationary with respect to changes in
external potential in a space with codimension gﬁg;—lz— 1, as
asserted in the theorem.

To prove the converse, note that if p(r) is not an eigen-
density for the kth excited state of this system, then

EJv+ Sv;N]-E[v]- f p(r)Sv(r)dr

= f [pi(r) — p(r)]16v(r)dr, (60)

where p(r) is any eigendensity of this system and
Sv(r) € Vi[v]. In order for I';[ p,v] to be stationary, then we
must have that

f [px(r) = p(r)]ov(r)dr =0 (61)

when p,(r) is any degenerate state of the system. This, how-
ever, requires that Egs. (57), (58), and (61) be satisfied,
which defines a subspace with codimension gig;—ll, which is
smaller than the subspace we asserted in Theorem 8. I'[p,v]
can only be stationary with respect to a subspace with codi-
mension gig;—ll—l if p(r) is one of the kth-excited-state
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eigendensities. Otherwise there exists a choice of Jv(r)
eV, for which Eq. (61) is untrue. |

I'lp,v] is related to the Levy-Nagy excited-state func-
tional insofar as it is a bifunctional, and depends on both the
electron density and the external potential. We can also de-
rive a pure density functional for excited states, which is
related to the Gorling functional in the same way that the
Legendre-transform functional is related to constrained-
search functional for ground states. Namely, we have the
following:

Theorem 9. Define

IMpl = stat E[d;N]- f p(r)d(r)dr,
d(r) (62)

where d(r) is any distribution and \ labels the distributions
for which Eq. (62) is stationary. It is understood that by
stationary, we imply only that E[d,N]- [p(r)d(r)dr is sta-
tionary with respect to a set of variations with codimension
gig;—ll—l for some positive integer g. Then

EFN[p]=Tp] + f p(r)v(r)dr (63)

is stationary if and only if p(r) is an eigendensity of the kth
excited state of the system with external potential v(r).

Before proving Theorem 9, we should mention that since
distributions are not included in the space of potentials under
consideration, finding a stationary subspace of the allowable
potentials is somewhat complicated. Just as the Legendre
functional for ground states uses a generalized maximum
principle over the external potentials, the supremum [cf. Eq.
(50)] does so also. We can define the excited-state functional
in terms of a generalized stationary principle over a subspace
of external potentials with codimension g1g2+_12_],

Tilp] = gstat Ej[v;N]- f p(r)v(r)dr.
v ey (64)

We say that a functional has a generalized stationary point if
there is a nonconvergent sequence of potentials v, (r) for
which the size of the variation in the functional with respect
to v M(r) nonetheless, approaches zero as u—. For the
ground state, one obtains a supremum in this fashion, but for
an excited state one encounters true generalized stationary
points. The mathematically precise statement of the theorem
using Eq. (64) is related to the conceptually simpler Eq. (62)
by recognizing that

d(r) = inl v,(r)

M—0

is, in general, a generalized function.

To demonstrate the concept, recall that supremum of
f(x)=tanh(x) for xe R is I, corresponding to x— . The
generalized stationary point is a similar concept: the gener-
alized stationary point of g(x,y)=(y—1)?>+tanh(x) for
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(x,y) € R? is 1, corresponding to y=1 and x— . Neither
f(x) nor g(x,y) has any “true” maxima or stationary points,
however.

To prove Theorem 9, let p(r) be a density associated with
the kth-excited-state density of the external potential w(r);
w(r) might be a generalized function. Then, from Theorem 9
and the definition of I'}[p] [cf. Eq. (62)], there exists some \
for which I‘z[p]:Fk[p,w]. Substitution of the definition of
I''lp,w] [Eq. (51)] into variational energy expression [Eq.
(63)] then gives

EXN[p] = Efw,N] - f p(r)[w(r) —v(r)ldr.  (65)

Consider a small change in the electron density, from p(r)
to p(r)+ dp(r). We assume that this new electron density is
the kth-excited-state density for either an external potential
or a generalized function, which we denote w(r)+A(r) [73].
By the same argument used to derive Eq. (65),

Fi o+ dp)= B AN~ [ )+ aptrlwe) - )

—v(r)]dr. (66)
Subtracting Eq. (65) from Eq. (66), we have

ESMp+ dp] - ESN[pl = Eflw + A:N] - E[w:N]

—f 5p(r)A(r)dr—fp(r)A(r)dr

+ J Sp(r)[w(r) —v(r)ldr. (67)

If the kth excited state is nondegenerate then, from the
Hellmann-Feynman theorem [74,75],

E[w+A;N] - Efw;N]= f p(r)A(r)dr (68)

and so

EyVlp+ 0p] - EVlp] = f Sp(r)lw(r) ~v(r)ldr

- f op(r)A(r)dr (69)

is stationary if and only if w(r)=v(r). That is, the energy is
stationary with respect to variations in the electron density,
Sp(r), if and only if the electron density in question is actu-
ally the kth-excited-state density for the external potential
v(r).

For a degenerate ground state, the argument is slightly
more complex. Upon applying the perturbation A(r), the de-
generacy may be removed. However, p(r)+ dp(r) is actually
the kth excited state of the system with external potential
w(r)+A(r). Moreover because Sp(r) is small, after diagonal-
izing the perturbation matrix for the excited state, we must
observe that the kth perturbed energy level has electron den-
sity p(r). [For this to not be true would contradict the as-
sumption that Sp(r) is an infinitesimal perturbation of the
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electron density p(r).] Consequently, first-order perturbation
theory for the energy of the kth excited state gives Eq. (68),
and so the change in the energy of a degenerate-state density
is stationary only if the electron density is actually the
kth-excited-state density for the external potential v(r) enter-
ing Eq. (63). This completes the proof of Theorem 9.

The authors are aware of unpublished work by Perez-
Jorda et al. [76], in which they considered a functional simi-
lar to that in Theorem 8 as an intermediate step in another
argument.

E. Bounds on excited-state functionals

From the preceding analysis, it should be clear for any
method of finding the wave functions and energies of a sta-
tionary state, there is a corresponding density functional.
Thus, corresponding to the constraint minimum principle for
excited states [Eq. (2)], we have the Levy-Nagy functional
[Eq. (40)] [with the corresponding density-functional varia-
tional principle, Eq. (39)] and the Legendre-transform analog
to the Levy-Nagy functional. The stationary principle for the
wave function [Eq. (1)] is associated with the Gérling func-
tional [Eq. (22)] or, in the Legendre-transformed representa-
tion, the excited-state generalization of the Legendre-
transform functional [Egs. (51) and (62)]. The other excited-
state variational principles in Sec. II [Egs. (3)-(6)] are
similarly associated with excited-state density functionals.
Taking, for simplicity, the Courant [Eq. (3)] and Poincaré-
Fischer-Pélya-Schiffer [Eq. (5)] forms, we have, in analogy
to the Levy-Nagy functional [cf. Eq. (40)],

(W[F|W)

W) + p(r)v(r)dr)

C .
E;[p]=max  min (
o {\P‘\u\(tk }
V—p

=F[p]+ f p(r)v(rydr, (70)

(W|F|®)

W) + p(r)v(r)dr)

Eff,zps[p] =min  max (
— —
}3k+|{qf“lf6][)k+l }
Top

EFfFPS[p]+fp(r)v(r)dr. an

Lieb [27] constructed analogs to these functionals for the
external potential search. Note that since the subspace in the
Poincaré-Fischer-P6lya-Schiffer (PFPS) variational principle
is not infinite dimensional, there are only a very limited num-
ber of subspaces, Py, , for which there exists a s € P, that
satisfies the density constraint (W|p(r)|¥)=p(r).

Unlike the Levy-Nagy functional, F{[p] and F£""[p] are
universal functionals of the density, with no dependence on
the external potential. In addition, the index on which the
functionals depend is merely the excitation level k, which is
an advantage over the Gorling functional and its Legendre
transform [Eq. (62)]. Unfortunately, and also unlike the
aforementioned alternatives, Fi[p] and Fi "[p] are not ex-
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act density functionals for the electronic energy. This is be-
cause the Courant and PFPS variational principles feature
nested extrema in opposing directions.

Following the discussion of Lieb [27], we recognize that
Egs. (70) and (71) provide useful bounds for the exact den-
sity functional. In particular, for any trial density p(r),

ELTp) = EXTp] = ES [ p]. (72)

For the exact density of the kth excited state, the Levy-Nagy
functional is exact and the PFPS and Courant functionals are
lower and upper bounds to the exact energy, respectively.

To deduce the lower bound, pick P, to include (i) the
minimizing wave function from the ground-state constrained
wave function search [Eq. (8)] and (ii) k other wave func-
tions chosen such that the only wave function in P, ; with
the requisite electron density is W [p]=WiN[p,v]. (This
is an optimal choice for P,,,.) Hence

E o) = BTl = Eridp) = Egilel. (73)

and the lower bound is exact only when the ground-state
Levy-constrained search is exact for the excited state, as dis-
cussed in Sec. III A.

To deduce the upper bound, suppose that the kth excited
state has a certain symmetry G. Also suppose that the elec-
tron density of interest, p(r), is consistent with this symmetry
requirement. Hence the constrained search need only proceed
over wave functions with appropriate symmetry [77]. Sup-
pose that among the k lowest eigenfunctions of the system,

[ =k have this symmetry. Choose the “trial” space Ck to con-
sist of (i) the eigenfunctions with symmetry G, and (ii) if [
<k, then also the minimizing wave function from the Levy-
Nagy variational principle. Perform the inner minimization

in Eq. (70) using C; as the k-dimensional subspace and de-
note the result as Ef «[Lp]. Then

E\[viN] = EXN[p] = ES, [ p] = ES [ p). (74)

For excited states (k> 0), the equalities in Egs. (73) and (74)
rarely hold. Nonetheless, the Courant and PFPS bounds on
the excited-state density functionals are useful theoretical
tools [27].

The reader may well ask whether there is any exact
excited-state density functional that satisfies a minimum
principle [such as the Levy-Nagy functional; cf. Eq. (42)] but
can still be written as the sum of a “universal” excited-state
Hohenberg-Kohn functional F{""[p] and the interaction with
the external potential (such as the Courant and PFPS func-
tionals),

Eilv;N] = min {Fﬁé'””[p] + f p(r)v(r)dr}
p(r) (75)

Lieb [27] demonstrated that, because E;[v;N] is not concave
with respect to v(r), no functional of this form exists.
Clearly, however, stationary functionals with this general
form (such as the Gérling functional) do exist.
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IV. ON EXCITED STATES OF COULOMBIC SYSTEMS

All of the theories presented here require consideration of
some quantity beyond the density, such as an index reflecting
the “level of excitation.” One may speculate whether one can
ever construct a theory of excited states in density-functional
theory that does not depend on an auxiliary variable (such as
the time or external potential) or index (such as an index
reflecting the level of excitation.) As is clear from the con-
clusion of Sec. III, in general one cannot. Specifically, there
are indubitably excited-state densities that are also
stationary-state densities (even ground-state densities) for
other systems. This was observed by Perdew and Levy [29]
in their early work, when they noted the rarity with which
the constrained-search functional coincides with the excita-
tion energy of Coulombic systems. For example, the com-
plex square of the 2p wave function for hydrogen,
w;p(r) ¥,,(r), is an excited-state wave function for the
hydrogen-atom external potential [v(r):—];] but is the
ground-state density for w(r):—%+ﬂé+7u, with /=1. Though
this example is admittedly contrived (one may reasonably
argue that certain highly singular potentials should be ex-
empted from consideration), it underscores the basic problem
and indicates the path to a possible solution. Find a set of
external potentials, encompassing as many as possible of the
external potentials of “chemical” interest, and construct a
density-functional theory on this limited set of potentials. For
example, the above-cited example suggests that one must
exclude highly singular potentials, but we will surely have to
exclude many other, otherwise reasonable, potentials also.

The first research along these lines was done by Nagy
[54], who recognized that molecular systems are character-
ized by a very special sort of external potentials: Coulombic
potentials,

K
_Za
vC(ml(r) = E | R > (76)
a=1 11—y

consisting of the electrostatic potential due to discrete point
charges, {Z,}, placed at the positions {R,}. Moreover, it was
recognized that the electron densities of the stationary states
of these systems could be used to determine the position of
the point charges and their magnitude directly, through either
the conventional cusp conditions [78—80] or, in cases where
there is no electron density at the position of the point
charge, generalizations thereof [81-83]. Summarizing these
results is the following:

Theorem 10. Let p(r) be the electron density of a Cou-
lombic system, that is, a system whose external potential can
be written in the form of Eq. (76). Then p(r) is not a
stationary-state density for any other Coulombic external po-
tential.

Theorem 10 is, by itself, not enough to construct an
excited-state density-functional theory for Coulombic sys-
tems, because it does not exclude the possibility that two
different excited states of the same system might have the
same electron density. However, because the asymptotic de-
cay of the electron density in a Coulombic system is given
by [84-91]
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d n p,(r o
nm——J£L2=—V8@gF”—E95, (77)
r—oo r

where p,(r) is the spherically average density for the kth
excited state of the N-electron system, Egv -1 is the ground-
state energy of the N—1 electron system, and E§{N is the
energy of the excited state of the N-electron system. Because
the external potential is known from Theorem 10, and be-
cause the number of electrons N is known from direct inte-
gration of p(r), we can determine the energy associated with
any eigendensity of any Coulombic system directly from Eq.
(77) [83]. With this information, we can then compute the
Hohenberg-Kohn functional for this system directly from the
definition

F“WMEEﬂd—fdﬂdmﬂm. (78)

Equation (78) is valid for any stationary state of any system
with a Coulombic external potential.

Given the potential importance of this result, it seems
prudent to provide an explicit algorithm for generating Eq.
(78), as the key pieces of this algorithm have been, to this
point, scattered throughout the literature.

(1) To construct the external potential:

(a) Locate cusps in the electron density. These are the
positions of charges, R,,.

(b) Locate places where the electron density is zero, r.
Evaluate, using I’Hopital’s rule [81-83],

)
Iim—¢ 79
rir0|r—r0|2)‘ (79)
for A=1,2,.... If the electron density is observed to have a

cusp in these locations, there is also a point charge in these
positions. The A=0 case corresponds to the usual circum-
stance (case a), while the A=1,2,... cases correspond to
excited states wherein the node of the excited-state density
coincides with the nuclear position, e.g., the 2p state of a
one-electron atom.

(c) For each charge located in steps a and b, the charge
may be computed using the generalized cusp relation

[81-83],
5 IH(L)
_ et g e R
‘ 2 ‘ ‘9|r_Ra| [r-R |=0
(80)

The notation in this formula indicates that the derivative is to
be evaluated with respect to the distance from the position of
the charge, and evaluated at the position of the charge.

(d) Construct the external potential

K
o) =3 - L (81)

a=1

(2) Determine the number of electrons by direct integra-
tion of the electron density, N[ p|=[p(r)dr.
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(3) Determine the energy of the cation by solving the
Schrddinger equation for the N—1 electrons confined by the
external potential constructed in Eq. (81).

(4) Using Eq. (77), evaluate the energy of p(r).

(5) Using Eq. (78), evaluate FC“[p].

It is critical to emphasize that this entire analysis is predi-
cated on the fact that the given density p(r) is known to be
Coulombic. Given an arbitrary density, this method will fail,
since there is no known way to determine whether the given
density is Coulombic without constructing the predicted ex-
ternal potential from step 1 of the above algorithm, solving
the Schrodinger equation for this system, and then explicitly
testing whether or not the given density is an eigendensity. In
particular, there are many densities possessing the sorts of
cusps and asymptotic decay that typify a Coulombic density
that are not Coulombic. For example, given an atomic den-
SitY paom(), the electron density

B(F) = Parom(r) + £72(2 = 1)e™327 (82)

[ is any number for which p(r) remains positive] has the
same number of electrons, the same cusps, and the same
asymptotic decay as p,,,(r). Yet the revised density is not
Coulombic.

To motivate a method by which to proceed, we review the
situation for the ground-state density functional. The ground-
state functional is easily defined for v-representable densi-
ties, and this was the nature of the original Hohenberg-Kohn
function FX[p] [61]. To extend the ground-state functional
to all N-representable densities, one can first require that ex-
act functional be convex, which completely specifies the
value of the functional for ensemble-v-representable densi-
ties, leading to usual ensemble functional F**[p] [19,27]. As
pointed out by Englisch and Englisch [37,41,42], there are
still other densities that are not ensemble v representable, but
the ensemble-v-representable densities for a dense subset of
the set of all N-representable densities. Moreover, for any
two ensemble-v-representable densities p;(r) and p,(r) sepa-
rated by a distance £>0, there exists a &(g) >0 such that

o1 = pall < 8(e) — [F™[p] - F™[p,]| <e.  (83)

This suggests that we define F[p] as the continuous exten-
sion of the ensemble functional and, because the
ensemble-v-representable densities are dense, this totally and
completely specifies the form of the density functional [40].
(In fact, because the Legendre-transform functional is coin-
cident with the ensemble-v-representable functional and is
also continuous, the functional that results from this proce-
dure is just the Legendre-transform functional.) [40]

We would like to form a functional for Coulombic sys-
tems based on these ideas. We have an explicit formulation
for the functional F€“[p] for Coulombic systems; cf. Eq.
(78). Indeed, as it is presently formulated, FC*“[p] is valid
not only for Coulombic systems, but also for convex sums of
the degenerate states of Coulombic systems, a set we may
call the ensemble-Coulomb-representable densities.

The set of ensemble-Coulomb-representable densities is a
dense subset of the set of all N-representable densities. To
see why this is the case, consider that many (if not all) ex-
ternal potentials of interest can be viewed as being generated
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by some distribution of electric charge, P(r) [92]:

Pr')
v(r) =f —dr’. (84)
r—r'|

We call these external potentials “generalized Coulombic po-
tentials” to distinguish them from the special case where
P(r') is an assemblage of point charges [Eq. (76)].

Evaluating Eq. (84) using a K-point quadrature formula,
we have

K pey X :
v(r)=2w,-| (r’? = q‘r,, (85)
i=1

""'i| i Ir- i

where we have identified the charge ¢; with w;P(r/). It fol-
lows from Eq. (85) that one may, by choosing an appropri-
ately large value of K, approximate any generalized Coulom-
bic potential to any desired accuracy with a system of point
charges [93]. In the limit K — o, the quadrature points in Eq.
(85) become a dense subset of R>. (This does not contradict
the assertion that the number of charges must be countable:
recall, for example, that the set of all ordered pairs of rational
numbers is a dense subset of R3, even though the set of
rational numbers is countable but the set of real numbers is
not.) From Eq. (85), then, we conclude that the set of Cou-
lombic external potentials is a subset of measure zero lying
dense in the space of generalized Coulombic external poten-
tials [94].

Suppose p(r) is an ensemble-v-representable density cor-
responding to a stationary state of the N-electron system with
generalized Coulombic external potential v(r), as per Eg.
(84). Using the density of the Coulomb external potentials,
we can construct a sequence of Coulomb potentials v,f‘”‘l(r)
for which

lim v{*(r) — v(r) (86)

ke

because the electron density is a continuous function of the
external potential,

lim pvf”™

k—ce

sr]— p(r). (87)

[For any bound state, the electron density is a continuous
functional of the external potential because the wave func-
tion is a continuous functional of the external potential. This
follows, most generally, from perturbative arguments, resting
on the assurance that the class of external potentials under
consideration is generally nonsingular enough so that if v(r)
binds N electrons, then v(r)+ dv(r) will also bind N elec-
trons. In particular, it is important that the external potential
be bound at infinity, as is the case for the usually considered
spaces of external potentials.]

From Eq. (87), we deduce that since the
ensemble-v-representable densities are dense in the set of
N-representable densities, and so is the set of Coulombic
densities. The only fine point that bears mention is the re-
striction to external potentials that satisfy Eq. (84). This
space does not lie dense in the set of essentially bound func-
tions, L”(R?), as immediately apparent from the fact the
Coulomb potentials comprise a countable dense subset of the
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generalized Coulomb potentials, while there exists no count-
able dense subset of LL”(R3). The problem is that L*(R?)
includes a number of very irregular functions, notably func-
tions with an uncountable number of points of discontinuity.
However, the nonzero de Broglie wavelength of the electrons
renders the electron density insensitive to rapid variations in
external potential. Thus the “excessive roughness” of the
more discontinuous functions in L”(R?) has very little effect
on the electron density. We deduce that the set of
ensemble-v-representable densities corresponding to func-
tions that can be written as a sum of a function in L¥*(R?)
and a not-too-discontinuous [95] function will, in fact, be a
dense subset in the set of N-representable densities. Such
potentials can be written either as a generalized Coulomb
potential, as in Eq. (84), or as the limit of a sequence of
generalized Coulomb potentials. Each generalized Coulomb
potential can, in turn be written as a sequence of Coulomb
potentials, as in Eq. (86). Consequently, we have the follow-
ing:

Theorem 11. The set of ensemble-Coulomb-representable
electron densities is a dense subset of the set of
N-representable electron densities.

It follows from Theorem 11 that FC“[p], as defined in
Eq. (78), is defined on a dense subset of the set of
N-representable densities. Given a density p(r) that is not
Coulombic, however, how should we define F€**[p]? Based
on Theorem 11, select a sequence of ensemble-Coulombic-
representable densities pkc‘"‘l(r) such that

lim pi ") — plr). (88)

We might then define

FCaul[ﬁ] = lim FCUul[pfoul]’ (89)
k— o0

which is the direct analog of the technique we used for ex-
tending the ground-state density functionals from the
ensemble-v-representable densities to the full set of
N-representable densities [40]. However, we can only use
Eq. (89) if the limit exists. Moreover, if different choices of
sequences in Eq. (88) lead to different limits, the value of
FC[5] will be ambiguous. A sufficient condition for the
limit in Eq. (89) to exist and be unique is that FC*“[p] be
continuous on the set of Coulomb densities. That is, for any
£>0, there exists a 8(e)>0 such that if two Coulombic
densities plc"”](r) and pzc"”l(r) satisfy

o5 (r) = S (r)|| < S(e), (90)
then
|FCoul poul] — pCoul ploul]| < ¢ 91)

Whether FC°“[p] is continuous is unknown. Continuity
cannot be deduced directly from definition (78), because the
cusp and asymptotic decay conditions only restrict the values
of the electron density on sets of measure zero. This implies
that given a Coulombic electron density p“°“(r), one can
construct a density p(r) with very different cusps and
asymptotic decay which is still arbitrarily close to pC2“(r).
The mere existence of such densities does not prove that
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FC€[p] is not continuous. However, because, even if p(r) is
Coulombic, Coulombic densities with every different cusps
and asymptotic decay can have similar values of FC"[p].
[For example, suppose the nuclear charges from p(r) were
much larger than those in p©®“(r). The large difference in the
external potential term in Eq. (78) may be compensated for
by a large change in the energy of the system.] Further stud-
ies of the mathematical properties of FC[p] are clearly
warranted.

To conclude this section, we note that many of the funda-
mental theorems presented here have already been intro-
duced in the context of shape-functional theory [83,96,97],
wherein the fundamental variable is not the electron density,
but the density per particle, 0'(r)="§v£2 [83,98]. Indeed, the
shape function satisfies all of the preceding results: because
both the cusp conditions [Eq. (80)] and the asymptotic con-
dition [Eq. (77)] depend only on the logarithmic derivative
of the density, these properties are unaffected by the number
of electrons. However, the density-functional analog of these
results is to be preferred. If the Hohenberg-Kohn functional
for the shape function, FC*“[¢], is continuous, then the
Hohenberg-Kohn functional for the electron density will also
be continuous. However, the converse is not true. Insofar as
practical application of these results will depend on the abil-
ity to construct good approximations to F€?“[p] or FC?[ o],
it is advisable to focus efforts, at least initially, on the
density-functional, as it is more likely to be continuous.

V. SUMMARY

With the theoretical foundations made firmer through the
work in this paper and the essential structure and relation-
ships between the various functionals established, the impor-
tant quest for time-independent excited-state density func-
tionals can proceed with greater insight and, hopefully,
greater success. Just as importantly, the present systematic
treatment has opened several frontiers for further theoretical
work, notably with regard to the Legendre-transform func-
tionals for excited states (Sec. Il D), with regards to discov-
ered properties of the constrained-search functionals, and
with regards to excited-state density functionals specifically
for Coulombic systems (Sec. V). It would also be possible
(and interesting) to extend these results to density matrices
and many-electron distribution functions, perhaps using the
recently developed generalized constrained-search and gen-
eralized Legendre-transform formulations [99-101].

One of the specific issues addressed is Lemma II of Gor-
ling [16], which he proved in his original exposition of the
stationary principle for excited-state density-functional
theory. From the work of Englisch and Englisch [37], it is
clear that this lemma needed to be modified slightly in order
to be valid in the most general context. For this purpose,
Lemma II was extended to generalized external potentials
(Theorem 3), which places the Gorling density functional for
excited states, F f[p], on a firm theoretical foundation. It is
important to note that if one considers the results of Gorling
[16] to implicitly include this extension, then all his results
follow.

A different constrained-search-based approach to excited
states was put forth by Levy and Nagy [17,18]. Using our
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result that FéN [p,w] is stationary with respect to variations in
the external potential when p(r) is a kth-excited-state density
for the system (Theorem 4) allows us to deduce that the
Gorling functional can be viewed as a restriction of the
Levy-Nagy functional to those external potentials for which
it is stationary (Theorem 6). Samal and Harbola [51] also
discussed the relationship between the Gorling functional
and the density-based Levy-Nagy functional F%" [0, Pgs]-

One of the unanswered fundamental questions in excited-
state density-functional theory is whether or not there is an
excited-state Hohenberg-Kohn theorem. That is, is it possible
that a single electron density can be the kth-excited-state
density for two different external potentials? Numerical stud-
ies indicate that an excited-state Hohenberg-Kohn theorem is
unlikely to exist [62,64], but those studies are subject to
numerical ill conditioning. While we are unable to resolve
this issue theoretically, Theorem 7 allows us to argue that
under reasonable assumptions, the number of external poten-
tials that share the same electron density is countable.

Theorems 8 and 9 extend the Legendre-transform formal-
ism to excited states. While we do not fully investigate the
properties of these functionals, it may be anticipated that
these functionals will have formal properties that are simi-
larly useful to their ground-state analog [19,20].
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After deriving some bounds for the density functionals,
we conclude by asking the following question: can we re-
strict the range of external potentials so that there is a func-
tional F[p] that is exact for both ground-state electron den-
sities and excited-state electron densities? The analysis in
Sec. IV indicates, somewhat surprisingly, that the answer is
yes. Moreover, the class of external potentials, contains ev-
ery molecular system and, more generally, every system
whose external potential results from a finite assemblage of
point charges. Since the Coulomb densities so obtained lie
dense in the set of N-representable densities, one can
uniquely define a universal functional F[p] by extension of
the “Coulombic” functional FC¢“[p] [cf. Eq. (78)] if this
functional is continuous. Establishing the continuity of the
Hohenberg-Kohn functional for Coulombic systems is a pri-
ority for future work.
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