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ABSTRACT
A novel efficient implementation of the non-Dyson algebraic diagrammatic construction (ADC) scheme of the (N − 1)-part of the
electron propagator up to third order of perturbation theory is presented. Due to the underlying spin-orbital formulation, for the
first time, the computation of ionization potentials of open-shell radicals is thus possible via non-Dyson ADC schemes. Thorough
evaluation of the accuracy, applicability, and capabilities of the new method reveals a mean error of 0.15 eV for closed- as well as
open-shell atoms and molecules.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5081674

I. INTRODUCTION

The ionization potential (IP) is a fundamental molecular
property defined as the energy required to remove one elec-
tron from the system, thus corresponding to the energy dif-
ference between the final ionized state and the initial neutral
state. From this perspective, IPs are one-electron properties
and can often be interpreted with reasonable accuracy in the
single-particle picture of molecular orbitals (MOs) and their
corresponding orbital energies. However, the single-particle
picture breaks down for higher ionization potentials as well as
in strongly correlated systems.1

Ionization potentials are physical observables that can
be measured in the gas phase, for example, via pho-
toelectron or photoemission (PE) spectroscopy.2 In these
experiments, the molecules are ionized by X-ray or the UV
radiation of the photon energy Eph and the kinetic energy Ekin
of the emitted electron is recorded, yielding the photoelec-
tron spectrum. The spectrum is directly related to ionization
potentials via the equation IP = Eph − Ekin, reflecting Einstein’s

explanation of the photoelectric effect.2 More recently, time-
resolved PE spectroscopy was used successfully to investi-
gate reaction intermediates.3,4 Furthermore, the IP is also of
general interest to chemical and material science since it is
directly related to oxidation potentials and can thus serve
as a molecular “ruler” for hole transport materials in organic
semi-conductors.5,6

The simplest and most straightforward way for a theo-
retical estimation of IPs is to rely on theorems of Koopman
or Janak in Hartree–Fock (HF) or density functional theory
(DFT), respectively, which are valid in the single-particle pic-
ture and state that the negative energy of an occupied orbital
is equal to the ionization potential.7,8 Koopmans’ theorem
(KT) is usually a fairly accurate first approximation since two
effects are neglected, i.e., orbital relaxation upon ionization
and electron correlation (in the HF case), which counteract
one another. The typical error, however, is still of the order of
1–2 eV.

A possible way to improve upon Koopmans’ theorem
is to perform two separate self-consistent field (SCF) HF
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calculations for the neutral N-electron and the ionized (N − 1)-
electron species and to take the difference of the two
absolute energies. This approach is referred to as ∆SCF
method which, however, usually underestimates IPs since
the cationic species is stabilized due to the inclusion of
orbital relaxation, while electron correlation is still neglected.
The latter can be accounted for by using, e.g., second-
order Møller-Plesset (MP) perturbation theory or coupled-
cluster methods,9,10 yielding so-called ∆MP2 or ∆CC values.
Furthermore, all of these “∆-methods” suffer from the dis-
advantages that two separate calculations have to be car-
ried out, which do not necessarily converge to the desired
state, and that the intrinsic errors of the two calculations
accumulate.

Thus, it is generally desirable to obtain IPs directly in
one calculation. To this end, several quantum chemical meth-
ods have been developed. In particular, various Green’s func-
tion or propagator11,12 based computational schemes,1,13–21

including the so-called outer-valence Green’s function (OVGF)
method, are available.21–23 Other high-level methods include
the equation-of-motion (EOM) coupled cluster (CC)24–27

based approaches for the treatment of ionization, termed
EOM-IP-CC.28–31 Another closely related propagator method
is the algebraic diagrammatic construction (ADC) scheme of
the one-particle Green’s function,19–21,32 which is considered
in this paper.

Here, an efficient implementation of the non-Dyson (nD)
ADC(3) scheme for the electron propagator33–35 in a spin-
orbital formulation is reported, allowing for the first time for
the calculation of open-shell molecular systems. ADC schemes
are in general Hermitian and represent an optimal combi-
nation of accuracy and computational efficiency, which is
known as the compactness property.33,36,37 Furthermore, ADC
is size consistent,38 thus guaranteeing size-intensive results
for transition energies and amplitudes.

In Sec. II, the basic theoretical concepts of ADC are out-
lined, followed by a brief overview of the implementation.
Afterwards, the accuracy and applicability of the implemented
methods are evaluated in a number of selected closed- and
open-shell test applications. A summary and conclusions are
given in Sec. VI.

II. THEORY
The working equations of the IP-ADC approximation

scheme for the electron propagator33,34 were originally
derived via the one-particle Green’s function.19–21 However,
an alternative route for its derivation exists via the so-called
intermediate state representation (ISR) formalism.36,37,39 This
route is based on correlated (N − 1)-electron states which
are obtained by acting with an ionization operator ĈJ on the
formally exact N-electron ground state |ΨN

0 〉,

|Ψ0
J 〉 = ĈJ |Ψ

N
0 〉. (1)

Here, the ionization operator ĈJ consists of creation
and annihilation operators ĉ†pσ and ĉqτ of second quan-
tization that create one-hole (1h), two-hole-one-particle
(2h-1p), . . ., configurations with respect to the HF reference

state,
{
ĈJ

}
=
{
ĉiσ , ĉ†aσ ĉiσ ĉjτ , ĉ†bσ ĉ

†
aτ ĉiσ ĉjτ ĉkυ , . . . ;

a < b < . . . , i < j < k < . . .
}
, (2)

where the subscripts a, b, . . . and i, j, . . . label unoccupied
(virtual) and occupied orbitals in the HF determinant, and the
subscripts p, q, . . . stand for either occupied or unoccupied
orbitals. In addition, for unrestricted ADC, electron spin has
to be taken into account, indicated by the spin labels σ, τ,
. . .. Thus, the annihilation and creation operators act on spin
rather than spatial orbitals, and care has to be taken to assure
that the desired eigenfunctions of the spin operator are gener-
ated. In a subsequent specific orthonormalization procedure,
the correlated ionized states |Ψ0

J 〉 are transformed to the basis
of so-called intermediate states (IS) { |Ψ̃N−1

I 〉}.
Representing the Hamiltonian, shifted by the energy of

the N-electron ground state, within the orthonormal basis of
ionized intermediate states

MIJ = 〈Ψ̃
N−1
I |Ĥ − EN

0 |Ψ̃
N−1
J 〉, (3)

results in a Hermitian eigenvalue equation of the form

MY = YΩ, Y†Y = 1, (4)

where Y is the matrix of eigenvectors Yn and Ω is the diagonal
matrix of eigenvalues

Ωn = EN−1
n − EN

0 , (5)

which correspond to the ionization potentials. The exact ion-
ized states |ΨN−1

n 〉 can then be expressed in terms of the
intermediate states as

|ΨN−1
n 〉 =

∑
J

YJn |Ψ̃
N−1
J 〉. (6)

The elements of the ADC eigenvectors YJn = 〈Ψ̃
N−1
J |ΨN−1

n 〉

are thus the expansion coefficients of the exact ionized states
in the IS basis. However, since neither the exact ground state
|ΨN

0 〉 nor its energy EN
0 are known, both are expanded accord-

ing to the MP perturbation series and thus also the ADC matrix
itself is expanded,

M =M(0) + M(1) + M(2) + . . . . (7)

Taking the nth order MP ground state (MPn) as reference, the
corresponding IP-ADC(n) approximation is obtained, yielding
results for ionization energies of primary hole states correct
up to nth order of perturbation theory.

In addition, spectral amplitudes are available through the
relation

x = Y†f, (8)
where f are the effective transition moments according to

fIp = 〈Ψ̃N−1
I |ĉp |ΨN

0 〉, (9)

which are expanded in a perturbation series similar to M. The
relative spectral intensities Pn are accessible as pole strengths,
which can be calculated from the spectral amplitudes as

Pn =
∑
p
|xnp |2. (10)
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Explicit expressions for the IP-ADC matrix and effective tran-
sition moment elements up to third order can be found in the
literature.33

Apart from an alternative derivation route to IP-ADC, the
ISR also gives direct access to other properties which had not
been available before in the electron propagator approach. For
example, the expectation value of any one-particle operator Ô
of the ionized ADC states

Omn = 〈Ψ
N−1
m |Ô |ΨN−1

n 〉 (11)

can be represented in the basis of IS states by using Eq. (6)
as

Omn =
∑
IJ

YmI〈Ψ̃
N−1
I |Ô |Ψ̃N−1

J 〉YJn = Y†mÕYn, (12)

where Õ is the matrix representation of the operator Ô in the
IS basis, ÕIJ = 〈Ψ̃

N−1
I |Ô |Ψ̃N−1

J 〉. In other words, once the one-
particle operator is represented in the known IS basis, it just
needs to be contracted with the corresponding ADC vector
to obtain the expectation value of the corresponding ionized
ADC state.

III. IMPLEMENTATION
Restricted and unrestricted IP-ADC up to third order

have been implemented in adcman,40 a suite of ADC meth-
ods for electronically excited and ionized states, which cur-
rently is available as part of the quantum chemical program
package Q-CHEM.41 The implementation makes use of the
tensor library libtensor,42 which features parallelization of
tensor algebra operations in a shared memory environment
as well as handling of spin, point group, and permutational
symmetry. Apart from closed-shell systems, the presented
implementation can also handle open-shell systems. The
eigenvalue problem Eq. (4) is solved using matrix-free meth-
ods, i.e., the Davidson algorithm,43 yielding the lowest-lying
ionized states by iterative refinement of vectors by means
of computing matrix vector products MY. The correspond-
ing pole strengths of the ionization processes are computed
at second order of perturbation theory for both the IP-ADC(2)
and IP-ADC(3) schemes, giving direct access to photoelectron
spectra.

With O and V denoting the number of occupied and vir-
tual orbitals, respectively, the formal scaling of the presented
implementation is O3V2 for IP-ADC(2), which results from the
iteratively evaluated matrix vector products. In the case of
IP-ADC(3), two implementations have been considered. One
involves the iterative computation of matrix vector products
scaling with OV4. However, by precomputing the 1h–1h block
equation (A8) of the IP-ADC(3) matrix in a single step formally
scaling with O2V4, the scaling of the iteratively evaluated part
is reduced to O3V2, thereby leading to a reasonable overall
performance enhancement in virtually all practical cases. The
implemented equations are given in the Appendix. Therein,
the index restrictions appearing in the original IP-ADC matrix
equations have been lifted for the sake of efficient evaluation
in the framework of the libtensor library. This is achieved
by demanding anti-symmetry of the 2h-1p part of the state

vectors Yn with respect to the permutation of the two occu-
pied indices and additionally introducing appropriate scaling
factors in order to account for double counting.

IV. COMPUTATIONAL DETAILS
All calculations discussed in this work were carried

out using the Q-CHEM 5.0.2 or 5.1 software.41 The ground
state geometries of all shown molecules were optimized
with restricted or unrestricted variants of the Møller-Plesset
perturbation theory of second order (MP2)9 employing the
cc-pVTZ basis set.44–46 In the case of the amino acids, a sin-
gle conformation was selected following Ref. 47. The result-
ing structures were characterized as equilibrium geometries
in subsequent frequency calculations. An exception is the
galvinoxyl free radical, where we directly used the geometry
available through the supplementary material of Ref. 48.

Unless stated otherwise, the cc-pVTZ basis set was
employed in the IP-ADC calculations. All simulated spectra
were simulated with Lorentzian line-shapes on the calculated
IPs, using the computed pole strengths as intensities and a full
width at half maximum (fwhm) of 0.5 and 0.6 eV for the galvi-
noxyl free radical and glycine, respectively. Where an assign-
ment was made between computed ionization potentials and
experimental data, this was performed based on careful con-
sideration of the shape of the respective spectra. Only ioniza-
tion potentials having a zeroth order pole strength of P > 0.85
were taken into account.

V. RESULTS AND DISCUSSION
In order to demonstrate the capabilities of the novel

implementation and to study the performance and the accu-
racy, in particular, of unrestricted IP-UADC, ionization poten-
tials of a variety of closed- and open-shell systems have
been computed employing different IP-(U)ADC schemes and
compared to experimental data.

A. Closed-shell molecules: Amino acids
Restricted IP-ADC up to third order has been applied for

the calculation of the five to seven lowest vertical ionization
potentials of the amino acids such as glycine, alanine, serine,
tyrosine, and methionine shown in Fig. 1. The computed IPs
are summarized in Table I and compared to the experimental
data taken from Ref. 49.

FIG. 1. Molecular structures of selected amino acids.
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TABLE I. Computed values for the lowest vertical ionization energies of selected amino acids compared to experimental data.
All values are given in eV.

System State Expt.a IP-ADC(3) IP-ADC(2) ∆MP2 ∆B3LYP

Glycine
1 10.0 10.11 9.44 10.25 9.80
2 11.1 11.37 9.95
3 12.2 12.28 11.46
4 13.6 13.57 13.19
5 14.4 14.70 13.50

Alanine
1 9.85 9.95 9.24 10.11 9.61
2 11.0 11.16 9.77
3 12.1 12.14 11.31
4 12.8 12.85 12.40
5 13.4 13.50 12.90

Serine
1 10.0 10.28 9.39 10.60 9.66
2 11.0 10.99 10.00
3 11.25 11.44 10.09
4 12.0
5 12.4 12.24 11.41
6 12.6 12.77 11.81

Tyrosine
1 8.5 8.34 8.10 9.10 8.26
2 9.4 9.29 8.78
3 9.6 9.97 9.20
4 10.8 11.08 10.13
5 11.3 11.31 10.43

Methionine
1 8.65 8.79 8.50 8.86 8.48
2 9.8 10.08 8.94
3 10.9 11.30 10.41
4 11.37 10.67
5 11.50 11.04
6 12.1 12.23 11.52
7 12.6 12.91 12.45

|∆max | 0.40 1.23 0.60 0.34
∆abs;∆ 0.17; 0.13 0.68; −0.68 0.38; 0.38 0.24; −0.24
σ(∆) 0.16 0.29 0.20 0.06

aExperimental data from Ref. 49. The stated values refer to band maxima.

Inspecting first the values of the IPs obtained at the IP-
ADC(2) level, for this selected set of ionized states, the mean
absolute error (MAE) with respect to the experimental results
is 0.68 eV. The mean signed error (MSE) of −0.68 eV indicates
the IPs to be systematically underestimated at this level of the-
ory, resulting in quite accurate relative energies of the ionized
states, where the width of the error distribution is found to
be 0.29 eV. The corresponding photoelectron spectra are thus
shifted by an energy shift of about 0.7 eV to lower energies.
The IPs computed at the IP-ADC(3) level exhibit a consider-
ably smaller mean absolute error of only 0.17 eV and a mean
signed error of 0.13 eV along with a smaller standard devi-
ation of the error of 0.16 eV, showing a more balanced and
slightly less scattered error distribution than in the case of IP-
ADC(2). This agrees with the results obtained by Trofimov and
Schirmer, who obtained a mean error of the IPs of C2H4, CO,
CS, F2, H2CO, H2O, HF, N2, and Ne of about 0.2 eV relative
to the experimental values and full configuration interaction
(FCI) results.34

For comparison, the first ionization potentials have also
been calculated using ∆MP2 and ∆B3LYP. With these meth-
ods, only the lowest IP is directly accessible as the energy
difference of the electronic ground states of the cation and the
neutral species. For higher IPs, the ground state DFT/B3LYP
or MP2 calculation of the cation needs to be tweaked to
converge to a higher lying electronic state by some con-
straint. Inspecting Table I, MP2 can be recognized to con-
sistently overestimate the corresponding values with a mean
(absolute) error of 0.38 eV and an error spread of 0.20 eV,
while the opposite is the case for DFT/B3LYP, for which
a smaller mean absolute error of 0.24 eV together with a
mean signed error of −0.24 eV is found. For the lowest IPs
of the amino acids, ∆B3LYP yields rather consistently shifted
values, reflected in a small standard deviation of the error
of only 0.06 eV. However, for the computation of higher
IPs or the simulation of photoelectron spectra, ∆-methods
are not applicable due to the above mentioned technical
difficulties.
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TABLE II. Vertical ionization energies of glycine computed using different basis sets and employing different IP-ADC schemes. All stated values are given in eV.

IP-ADC(3) IP-ADC(2) KT
State Expt.a cc-pVQZ aug-cc-pVTZ cc-pVTZ aug-cc-pVDZ cc-pVDZ cc-pVTZ cc-pVTZ

1 10.0 10.22 10.25 10.11 10.17 9.76 9.44 11.27
2 11.1 11.51 11.55 11.37 11.49 11.04 9.95 12.73
3 12.2 12.43 12.47 12.28 12.42 11.93 11.46 13.33
4 13.6 13.66 13.68 13.57 13.62 13.32 13.19 14.56
5 14.4 14.83 14.86 14.70 14.85 14.42 13.50 15.95
6 15.0 15.27 15.31 15.17 15.31 14.93 14.54 16.42
7 15.6 15.89 15.93 15.77 15.91 15.51 15.08 17.14
8 16.6 17.38 17.42 17.28 17.42 17.05 15.86 18.96
9 16.9 17.78; 17.83 17.83; 17.86 17.66; 17.75 17.85; 17.85 17.42; 17.53 16.48 19.08

|∆max | 0.91 0.95 0.81 0.95 0.58 1.15 2.36
∆abs;∆ 0.40; 0.40 0.43; 0.43 0.29; 0.28 0.36; 0.36 0.23; 0.00 0.66; −0.66 1.56; 1.56
σ(∆) 0.28 0.28 0.28 0.26 0.31 0.25 0.46

aExperimental data from Ref. 49. The stated values refer to band maxima.

In order to study the basis set dependence of the IPs
computed with IP-ADC(3), we calculated the lowest ioniza-
tion potentials of glycine with a number of different basis sets.
The results are compared to IP-ADC(0), which is equivalent
to Koopmans’ theorem, and IP-ADC(2), summarized in Table II
and visualized in Fig. 2. Koopmans’ theorem and IP-ADC(2)
are noticed to perform overall quite poorly with errors of 1.56
± 0.46 and −0.66 ± 0.25 eV, respectively. Regarding IP-ADC(3),
the largest change in the spectrum is observed when aug-
menting the cc-pVDZ double-zeta basis set. Indeed, the ion-
ization spectrum is consistently shifted to higher energies by
approximately 0.4 eV, thereby preserving the spectral shape.
This can readily be rationalized because an ionized, cationic
species benefits less from the inclusion of diffuse basis func-
tions than the neutral system does due to its more compact
electronic structure. Further increasing the number of basis
functions does not significantly improve the spectrum. The
difference between the aug-cc-pVDZ and cc-pVQZ results, for
example, is found to be below 0.1 eV for each calculated state.
For all basis sets evaluated in the IP-ADC(3) computations, the
standard deviation of the error is found to be in the range of
0.3 eV.

Inspecting Fig. 2, IP-ADC(2) becomes apparent not to pos-
sess sufficient accuracy to be useful for a reliable assignment

FIG. 2. Vertical ionization energies of glycine computed with different IP-ADC
schemes and compared to the experimental data from Ref. 49.

of lines in experimental photoelectron spectra. A third-order
calculation, by contrast, correctly reproduces the shape of
the experimental spectrum even with small basis sets. This
is also demonstrated by Fig. 3, where the recorded photo-
electron spectrum of glycine as taken from Ref. 49 is com-
pared to the corresponding simulated spectrum obtained at
the IP-ADC(3)/cc-pVTZ level of theory. Despite the fact that
only electronic contributions are considered in the simulated
spectrum and vibrational effects are ignored, it reproduces
the key features of the experimental spectrum remarkably
well.

B. Open-shell atoms and molecules
With our novel implementation of IP-ADC, also an unre-

stricted version of IP-ADC, labeled IP-UADC, has become
available for the first time, providing a convenient way for the
computation of ionization potentials of open-shell systems. To
evaluate the accuracy of IP-UADC, the ionization potentials of
a variety of different open-shell systems have been computed

FIG. 3. Calculated photoelectron spectrum of glycine (blue). For comparison, the
experimental spectrum as taken from Ref. 49 (orange) is shown.
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and compared to available experimental data. The tested sys-
tems range from selected IPs of atoms and smaller radicals
to the simulation of the photoelectron spectrum of the large
organic galvinoxyl free radical.

1. Atoms
As a first fundamental test, the ionization potentials of the

first- to third-row atoms have been calculated using IP-UADC
up to third order. Although it is known that unrestricted HF
(UHF) is unable to correctly describe the N-electron ground
state of atoms with open-shell pn configuration,32 we consider
this a viable test to see whether IP-UADC is capable of repro-
ducing the well-known trends of the IPs of the elements. The
computed values of the IPs at KT (IP-UADC(0)), IP-UADC(2),
and IP-UADC(3) level are listed in Table III and compared to
the experimental gas phase values.

Having first a brief look at the IPs obtained at the level of
KT, they reveal a mean absolute error of 0.46 eV and a mean
signed error of 0.23 eV, with the standard deviation of the
error being as large as 0.59 eV. In view of the drastic under-
lying approximations and the fact that KT is only condition-
ally applicable in the case of UHF,51 the error is surprisingly
small and the computed IPs reproduce the trend of the IPs
among the elements already at this rather low level of theory.
However, the error is certainly too large to study IPs quanti-
tatively. Going to IP-UADC(2), the error in the IPs is reduced
with a mean absolute error of 0.34 eV and a mean signed
error of −0.32 eV. As in the closed-shell case discussed above,
IP-UADC(2) predominantly underestimates the first ioniza-
tion potential. The largest single deviation is found for neon
with 1.47 eV. Compared to KT, the improvement of the accu-
racy of the computed IPs is only moderate; however, a more

TABLE III. Experimental and computed values at IP-UADC(3), IP-UADC(2), and
Koopmans’ theorem level for the lowest ionization potential of first to third-row atoms.
All values are given in eV.

Atom Expt.a IP-UADC(3) IP-UADC(2) KT

He 24.59 24.47 24.54 24.97
Li 5.39 5.35 5.35 5.34
Be 9.32 9.04 8.90 8.42
B 8.30 8.18 8.40 8.65
C 11.26 11.13 11.30 11.91
N 14.53 14.43 14.43 15.47
O 13.62 13.37 12.92 14.15
F 17.42 17.36 16.35 18.40
Ne 21.56 21.74 20.09 23.00
Na 5.14 5.00 4.98 4.96
Mg 7.65 7.45 7.35 6.89
Al 5.99 5.87 5.90 5.93
Si 8.15 8.04 8.10 8.18
P 10.49 10.41 10.49 10.65
S 10.36 10.04 10.00 10.29
Cl 12.97 12.69 12.57 13.05
Ar 15.76 15.57 15.38 16.06

|∆max | 0.32 1.47 1.44
∆abs;∆ 0.16; −0.14 0.34; −0.32 0.46; 0.23
σ(∆) 0.11 0.42 0.59

aExperimental data from NIST ASD.50

consistent behavior is found, with the width of the error dis-
tribution being 0.42 eV. A major improvement of the accuracy
of IPs is achieved when going to IP-UADC(3). The mean abso-
lute error is reduced to as little as 0.16 eV, and a mean signed
error of −0.14 eV is observed. At this level, also the largest sin-
gle deviation is as small as 0.32 eV for sulfur, and the small
standard deviation of the error of 0.11 eV makes IP-UADC(3) a
reliable benchmark method across the first three rows of the
periodic table. The first ionization potentials of first- to third-
row atoms as calculated with IP-UADC(3) and Koopmans’ the-
orem are visualized in Fig. 4, again emphasizing the overall
good performance of IP-UADC(3). Summarizing the results of
this first test, the accuracy of the IP-UADC methods increases
in the expected order of KT < IP-UADC(2) < IP-UADC(3). In
addition, the unrestricted IP-ADC schemes possess the same
overall accuracy as the restricted ones.

2. Small radicals
Going beyond atoms, the accuracy of IP-UADC was fur-

ther studied by calculating the first ionization potential of the
five small radicals such as hydroxyl, silyl, methyl, ethyl, and
benzyl, for which experimental gas phase values are avail-
able for comparison.52–56 The computed IPs at the levels
of KT, IP-UADC(2), as well as IP-UADC(3) are compiled in
Table IV.

Inspecting first the computed IPs at the level of Koop-
mans’ theorem, they exhibit a mean absolute and signed error
of 0.78 eV, with the standard deviation of the error being
0.23 eV. The largest single error is 0.98 eV for the ethyl radi-
cal. Although the trend of the first IPs among the investigated
radical species is reasonably well reproduced, KT is not useful
as a quantitative method to predict the IPs reliably. At the IP-
UADC(2) level, the corresponding errors are 0.30 and −0.24 eV,
and the largest single deviation with respect to experimental
results is found to be 0.91 eV for the hydroxyl radical, which is
nearly as large as the maximum error of KT. The width of the
error distribution is found to be 0.40 eV, thereby being even
larger than in the case of KT. A quantitative agreement of the
computed IPs and the experimental values is only achieved at

FIG. 4. First ionization potential of first, second, and third row atoms calculated
with IP-UADC(3) (blue) and by means of Koopmans’ theorem (red) employing the
cc-pVTZ basis set along with the corresponding error with respect to experimental
data.50
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TABLE IV. Experimental and computed values for the lowest vertical ionization poten-
tial of the radicals such as hydroxyl, silyl, methyl, ethyl, and benzyl at the theoretical
level of KT and IP-UADC of second and third orders. All values are given in eV.

Radical Expt. IP-UADC(3) IP-UADC(2) KT

Hydroxyla 13.02 12.98 12.11 13.88
Silylb 8.74 8.79 8.87 9.19
Methylc 9.84 9.71 9.60 10.46
Ethyld 8.51 8.57 8.40 9.49
Benzyle 7.43 7.37 7.34 8.40

|∆max | 0.13 0.91 0.98
∆abs;∆ 0.07; −0.02 0.30; −0.24 0.78; 0.78
σ(∆) 0.08 0.40 0.23

aExperimental value from Ref. 52.
bExperimental value from Ref. 53.
cExperimental value from Ref. 54.
dExperimental value from Ref. 55.
eExperimental value from Ref. 56.

the IP-UADC(3) level showing a very small MAE and MSE of
only 0.07 and −0.02 eV, respectively, width the standard devi-
ation of the error being 0.08 eV and the largest absolute error
being 0.13 eV for the methyl radical. For these radicals, the IP-
UADC(3) results are even more accurate than for the atoms.
Since ADC methods are based on an MP ground state, this is
not too surprising because—in contrast to the pn open-shell
atoms—doublet ground states as found in the considered radi-
cals are usually well described by UHF and the subsequent MP
treatment.

3. Galvinoxyl free radical
Finally, the photoelectron spectrum of the galvinoxyl

free radical C29H41O2 (Fig. 5) has been simulated using IP-
UADC(3) to demonstrate the large-scale capability of our
implementation and to further test the approach for larger
organic molecules. It is a stable radical and serves as a radical
scavenger and as a mechanistic probe for radical chain
processes.57 It is also used in synthesis as an inhibitor of
undesired competitive radical reactions.58,59 The IP-UADC(3)
calculation of its ionization spectrum employed the cc-pVDZ
basis set, resulting in 639 basis functions. For this system
size, an IP-UADC(3) calculation can still be performed with
reasonable computational effort, i.e., the calculation can be
performed on a 20-core machine within less than two days

FIG. 5. Molecular structure of the galvinoxyl free radical.

if sufficient memory is available. Altogether, the lowest 40
ionized states and corresponding IPs have been computed,
and the spectrum has been simulated by convolution of the
stick spectrum with a Lorentzian line-shape function of 0.6 eV
fwhm. The computed spectrum has not been shifted in energy
for the comparison with the experimental ones, and it is
depicted in Fig. 6 together with experimental data recorded
at different photon energies.48

All peaks visible in the recorded experimental spectra
are reproduced by the simulated spectrum at the IP-UADC(3)
level. In particular, the energetically lower-lying ionization
potentials are well reproduced, and also the intensity pattern
is reasonable, although at the experimental side it depends on
the photon energy used for ionization. For higher ionization
potentials, however, larger deviations of the peak positions are
observed. This may have different reasons. Especially for ener-
getically higher ionization potentials, the measured IP may
substantially differ from a calculated value assuming vertical
ionization mechanism since vibrational contributions become
more important favoring adiabatic electron loss. Hence, a shift
toward lower IPs is seen in the experimental spectrum. At high
photon energies and high IPs, one may also reach the dou-
ble ionization threshold; that is, the singly ionized states are
embedded in the electronic continuum, and basis set as well
as many-body effects come into play which are not contained
in the current, straightforwardly applied IP-UADC(3) method-
ology. However, given the simplicity of the single IP-UADC(3)
black-box calculation and the naive construction of the spec-
trum using a Lorentzian convolution, the overall agreement
between the simulated spectrum and the experimental one is
remarkably good.

FIG. 6. Photoelectron spectrum of the galvinoxyl free radical. The spectrum simu-
lated with IP-UADC(3) employing the cc-pVDZ basis set (blue) is compared to the
experimental results taken from Ref. 48.
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VI. SUMMARY AND CONCLUSIONS
The implementation of an efficient program of the non-

Dyson algebraic diagrammatic construction scheme for the
electron propagator, denoted IP-ADC, up to third order into
the adcman module of the Q-CHEM program package has been
reported. The implementation features a restricted and, for
the first time, an unrestricted IP-ADC version, which allows for
the calculation of ionization potentials and ionization spectra
of open-shell molecules based on an unrestricted Hartree-
Fock reference. To demonstrate the accuracy, capabilities, and
applicability of the method, we have tested it on selected
closed- and open-shell atoms and molecules. For closed-shell
IP-ADC, we have chosen amino acids as representative exam-
ples for organic molecules due to the large variety of func-
tional groups present. The IP-UADC methods were tested for
all atoms of the first, second, and third rows of the periodic
table, small representative radicals, as well as the galvinoxyl
radical. The accuracy of the tested restricted and unrestricted
IP-ADC(n) approaches is similar. While Koopmans’ theorem
delivers only qualitative trends correctly and has the well-
known error of about 0.5–1 eV, the mean error of IP-ADC(2) is
reduced to about 0.3 eV, but outliers with significantly larger
errors are still found. IP-ADC(3) is found as the first method
of this family to provide accurate IPs with a mean error of less
than 0.15 eV, even when moderate basis sets of cc-pVTZ or
cc-pVDZ quality are used, allowing for the calculation of larger
molecules.

A single IP-ADC(3) calculation does not only deliver the
lowest IP of a molecular system but also yields the full ion-
ization spectrum, which conveniently allows for the simula-
tion of photoelectron spectra. Using the galvinoxyl radical as
an representative example, its photoelectron spectrum has
been computed at the IP-UADC(3) level and compared with
experimental spectra. All major features of the low-energy
regime are reproduced with high accuracy, although vibra-
tional and temperature effects are modelled only implicitly by
convoluting the electronic contributions to the spectrum with
Lorentzian functions. Thereby, the restricted and unrestricted
versions of IP-ADC(3) have proven to serve as useful tools for
the assignment of experimentally observed IPs, the simulation
of photoelectron spectra, and the description of ionization-
related processes in molecular systems. In the future, various
functionalities will be added to the IP-ADC program to allow
for analysis of the ionized states and for inclusion of environ-
ment models. In addition, the potential of IP-ADC(3) for the
investigation of properties of open-shell molecules based on
a closed-shell reference state, in analogy to the well-known
EOM-IP-CC approaches, shall be exploited.

SUPPLEMENTARY MATERIAL

See supplementary material for geometries of all con-
sidered molecules and a listing of the IPs computed for the
galvinoxyl radical.
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APPENDIX: IMPLEMENTED EQUATIONS
In the following, we collect the IP-ADC matrix vector

product equations and the expressions for the second-order
pole strength as implemented in adcman. The implementation
follows the IP-ADC matrix equations given in Ref. 33. Parts of
the equations have been optimized under the assumption that
real-valued antisymmetrized two-electron integrals

〈pq | |rs〉 = 〈rs | |pq〉∗ = 〈rs | |pq〉 (A1)

are used. For notational brevity, we use

tijab =
〈ij | |ab〉

εa + εb − εi − εj
, (A2)

where εp is the energy of the pth orbital in the HF determi-
nant. The fpq denote Fock matrix elements in the canonical MO
basis. As before, the subscripts a, b, . . . and i, j, . . . label unoc-
cupied (virtual) and occupied orbitals, respectively, whereas
the subscripts p, q, . . . may denote either of them. Further-
more, we use the permutation operator P̂pq which, applied to
some expression, permutes the indices p and q therein.

1. IP-ADC(2) matrix vector product
The product of the IP-ADC(2) matrix with a state vector Y

is given in terms of the 1h part Wi and the 2h-1p part Wija as

Wi =
∑
j

I(1)ij Yj −
1
√

2

∑
jkb

〈jk | |bi〉Yjkb, (A3)

Wija =
∑
b

fabYijb −
(
1 − P̂ij

) ∑
k

fikYkja +
1
√

2

∑
k

〈ij | |ka〉Yk, (A4)

with

I(1)ij = −fij +
1
4

(
1 + P̂ij

) ∑
abk

tikab〈jk | |ab〉 (A5)

being the 1h–1h block of the IP-ADC(2) matrix.

2. IP-ADC(3) matrix vector product
The product of the IP-ADC(3) matrix with a state vector Y

is given in terms of the 1h part Wi and the 2h-1p part Wija as

Wi =
∑
j

I(1)ij Yj +
1
√

2

∑
jkb

I(2)
jkibYjkb, (A6)

Wija =
∑
b

fabYijb −
(
1 − P̂ij

) ∑
k

fikYkja +
1
2

∑
kl

〈kl | |ij〉Ykla

−
(
1 − P̂ij

) ∑
lc

〈la | |ic〉Yljc +
1
√

2

∑
k

I(2)
ijkaYk, (A7)
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where I(1)ij is the 1h–1h block of the IP-ADC(3) matrix according
to

I(1)ij = − fij +
1
4

(
1 + P̂ij

) ∑
abk

tikab〈jk | |ab〉 −
1
8

(
1 + P̂ij

) ∑
kcd

tjkcd

×



∑
ab

tikab〈ab | |cd〉


+
1
2

(
1 + P̂ij

) ∑
lac

tjlac


∑
kb

tikab〈kc | |lb〉


−
1
4

(
1 + P̂ij

) ∑
klm

〈kl | |mi〉


∑
ab

tklabtmjab


−

(
1 + P̂ij

) ∑
kac

〈kc | |ia〉

×



∑
lb

tklabtjlbc

−

1
2

(
1 + P̂ij

) ∑
kl

〈ik | |jl〉ρ(2)
kl

−
(
1 + P̂ij

) ∑
ak

〈ik | |ja〉ρ(2)
ka −

1
2

(
1 + P̂ij

) ∑
ab

〈ia | |jb〉ρ(2)
ab . (A8)

Therein, ρ(2)
pq are elements of the second-order correction to

the ground state density matrix according to

ρ
(2)
ij = −

1
2

∑
abk

tikabtjkab, (A9)

ρ
(2)
ia =

1
2(εi − εa)

*
,

∑
jbc

tijbc〈ja | |bc〉 +
∑
jkb

tjkab〈jk | |ib〉+
-
, (A10)

ρ
(2)
ab =

1
2

∑
ijc

tijactijbc, (A11)

and I(2)
ijka denotes the 1h–2h-1p coupling block of the IP-ADC(3)

matrix, which is given as

I(2)
ijka = 〈ij | |ka〉 −

1
2

∑
cd

tijcd〈ka | |cd〉 +
(
1 − P̂ij

) ∑
cl

tilac〈kl | |jc〉. (A12)

3. Pole strength
Given a state vector Y, the relative intensity of the corre-

sponding transition can be calculated as its second-order pole
strength,

P = x†x, (A13)

where x is the respective spectroscopic amplitude vector. The
latter is given in terms of the occupied part xi and the virtual
part xa as

xi =
∑
j

Yj fji, (A14)

xa =
∑
j

Yj fja +
∑
ijb

Yijb fijba. (A15)

Therein, fij, fia, and fijab denote matrix elements of the so-
called effective transition moments, which are given as

fij = δij +
1
2
ρ

(2)
ij , (A16)

fia = ρ
(2)
ia , (A17)

fijab = −
1
√

2
tijab, (A18)

with ρ
(2)
ij and ρ

(2)
ia being elements of the second-order correc-

tion to the ground state density matrix as defined by Eqs. (A9)
and (A10), respectively.
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