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## HIGHLIGHTS

- The transition state geometry for the automerization of cyclobutadiene is an isosceles trapezium.
- Enhanced $\pi-\pi$ dynamic electron correlation is responsible.
- The calculated energy barrier is $9.62 \mathrm{kcal} / \mathrm{mol}(0.417 \mathrm{eV})$.
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#### Abstract

The application of the Restricted Active Space Self Consistent Field (RASSCF) quantum chemical method using an extended active space and including $\sigma-\sigma, \pi-\sigma$ and $\pi-\pi$ dynamical electron correlation shows that the transition state structure for the automerization reaction of cyclobutadiene is an isosceles trapezium. This transition state is obtained without any symmetry constraints. The calculated energy barrier height involving the zero point vibrational energy corrections is $9.62 \mathrm{kcal} \cdot \mathrm{mol}^{-1}(0.417 \mathrm{eV})$, with the corresponding rate constant being equal to $0.18 \times 10^{9} \mathrm{~s}^{-1}$ (or $7.1 \times 10^{10} \mathrm{~s}^{-1}$ in case of using the vibrational energy splitting tunneling method).


## 1. Introduction

Cyclobutadiene (CBD) is a fascinating molecule that has puzzled experimental and theoretical chemists for more than 80 years [1-3]. It has been characterized as the Mona Lisa of organic chemistry [4] due to its extreme chemical instability and consequently to its fleeting existence and because it has stimulated the scientific imagination by challenging the interpretive instincts. After its synthesis in 1965 by Petit and coworkers [5], it was found that the molecule is stable in matrices at very low temperatures, usually below 35 K [6,7], and inside the cavity of a hemicarcerand [4] where it was found to be very stable for months even at room temperatures. In both cases the molecules remain far apart from each other, no other molecules can enter the cavity and thus no reaction can take place. Its ground state $\left(\mathrm{S}_{0}\right)$ structure has been proved both theoretically [8] and experimentally [9-11] to be a rectangular singlet ( $D_{2 h}$ symmetry) with two alternating pairs of equal single and double bonds.

One of the most studied problems concerning cyclobutadiene is the

[^0]mechanism of the automerization reaction which involves the interconversion of the two equivalent rectangular structures via a transition structure. The geometry of this transition structure, characterized by one negative frequency, is always assumed to be a perfect square of $D_{4 h}$ symmetry which is found by imposing group-symmetry restrictions and all theoretical computations involve the calculation of the height of the energy barrier (activation energy) [12-17] or the corresponding rate constant $\left(k_{r}\right)$ [18-26] based either on the transition state theory and its variants with or without quantum mechanical tunneling or in vibrational energy splitting tunneling, while most of the results are within the experimental range of the energy barrier which is $1.6-10 \mathrm{kcal} / \mathrm{mol}$ ( $0.069-0.434 \mathrm{eV}$ ) [27]. However, Redington [28] in his detailed single reference wave function ab-initio molecular orbital MP2 study of statespecific vibrational anharmonicities for fast automerization in CBD describes a dilated square-planar molecular geometry which is involved in the automerization of CBD lying approximately $2 \mathrm{kcal} / \mathrm{mol}$ $(0.087 \mathrm{eV})$ above the square transition state (TS) structure.

Since it is known that in the transition state the system acquires an
open shell character we need more than one determinant to describe the system properly and so the use of multireference (MR) methods is mandatory for such cases, since they are well suited to represent the non-dynamic electron correlation effects. On the other hand, the dynamic electron correlation effects require a more complete treatment than that offered by the usual multireference methods.

In this paper we investigate the automerization reaction of cyclobutadiene by applying the powerful RASSCF quantum chemical method which can describe not only the non-dynamic, but also the dynamic correlation effects.

## 2. Computational methods

In the present study, the automerization reaction of CBD is studied in the gas phase by applying the multiconfigurational RASSCF method [29-34]. This method, which is a variant of the CASSCF (Complete Active Space Self Consistent Field), is one of the main multireference wave function methods suitable not only for the ground states but also for the excited states, capable of describing strong mixing of configurations and near degeneracy effects and depicting very well the topography of the potential energy surfaces (PESs). Additionally it has analytical first derivatives and numerical second order derivatives. CASSCF wave functions may contain a huge number of electronic configurations since inside the CASSCF active space full CI (Configuration Interaction) takes place. By choosing properly the active space for the problem under consideration, we make a partition of the initial active space into three subspaces called RAS1, RAS2 and RAS3. The RAS1 subspace contains doubly occupied orbitals and is restricted by the number of 'holes' that can enter it, or equivalently by the number of excitations into RAS2 or RAS3, while the RAS2 subspace includes the most important orbitals and inside this subspace full CI takes place. On the other hand, RAS3 contains weakly occupied or unoccupied orbitals and is defined by the number of particles, that is electrons, that can enter it. In this way, by restricting the number of excitations we reduce the initial enormous number of the CASSCF configurations making the calculation manageable.

For our problem, the active space (AS) used (Fig. 1) contains the four occupied $\sigma_{\mathrm{CC}}$ and the two occupied $\pi$ orbitals as well as the corresponding unoccupied $\pi^{*}$ and $\sigma^{*}$ cc antibonding molecular orbitals (ABMOs). Furthermore we use the diffuse $3 p_{\pi}$ orbitals in order to capture more of the $\pi$ dynamic correlation. These orbitals are partitioned in two different ways into the RAS subspaces as shown in Fig. 2. According to the first partitioning of the active space, the RAS1 subspace contains the four bonding $\sigma_{\mathrm{CC}}$ orbitals, RAS2 contains the $\pi$ and $\pi^{*}$ orbitals and RAS3 includes the four $3 p_{\pi}$ and the four $\sigma^{*}$ cc orbitals. The total number of active electrons is therefore twelve (12) and the total number of orbitals is sixteen (16). We allow up to double excitations from RAS1 into RAS2 or RAS3 in the four (4) orbitals of RAS1 and to two electrons in the eight orbitals of the RAS3 subspace, that is electron excitations from RAS1 or RAS2 into RAS3. This active space is denoted as CASSCF $(12,16, \operatorname{RASSCF}(2,4,2,8)$ ) or simply as RASSCF $(12,4+4+8)[2,2]$, and produces a total number of 54,593 Configuration State Functions (CSFs). In the second partitioning of the active space we bring inside the RAS2 the four diffuse $3 p_{\pi}$ orbitals and hence RAS2 now contains a total of eight orbitals leaving each of RAS1 and RAS3 spaces with four orbitals. The resulting subspace RAS2 is thus expanded and the new active space is now denoted as RASSCF $(12,4+8+4)[2,2]$, and in this particular case, the total number of CSFs is 454,758 .

If we allow for single excitations from RAS1 coupled with single excitations from RAS2 then we get the so called spin polarization effects [34], while by including double excitations, some dynamical correlation is being recoverd. In particular, double excitations from the $\sigma$ MOs of RAS1 into the $\sigma^{*}$ ABMOs of RAS3 gives us the $\sigma-\sigma$ dynamical correlation, while double excitations from the $\pi$ MOs of RAS2 into the $\pi^{*}$ and the $3 p_{\pi}$ diffuse orbitals recovers and improves further the $\pi-\pi$
dynamic correlation. Finally, the single and double excitations from the $\sigma$ orbitals of RAS1 into the $\pi^{*}$ orbitals of RAS2 and the $3 p_{\pi}$ orbitals of RAS3 recovers the $\sigma-\pi$ dynamic correlation. By including dynamical electron correlation in the RASSCF method, we get very good equilibrium geometries [32,35] since it is known that the dynamic electron correlation is a function of the electron density [36].

In our calculations we used a variety of basis sets such as the 6$31 \mathrm{G}(\mathrm{d}), 6-31+\mathrm{G}(\mathrm{d}), 6-31 \mathrm{G}(\mathrm{d})+3 \mathrm{p}, 6-31 \mathrm{G}(\mathrm{d}, \mathrm{p})+3 \mathrm{p}, 6-311 \mathrm{G}(\mathrm{d}, \mathrm{p})+3 \mathrm{p}$ and Dunning's correlation consistent cc-pVTZ basis set. It is known that all the aforementioned basis sets include the diffuse $3 p_{\pi}$ type functions (those basis sets bearing the + sign are specially designed), however the $6-31 G(d)+3 p$ basis set [35] uses the $3 p$ orbitals of silicon derived from the corresponding 3 p part of the $6-31 \mathrm{G}$ basis set of silicon with the 3 p exponents scaled by a factor of 0.5 . Hence, we have a specially designed basis set with not very diffuse basis functions and is as accurate as Dunning's extended aug-cc-pVDZ basis set.

Molecular geometry optimizations leading to the isosceles trapezium transition state were performed without any symmetry constraints, and for comparison purposes we have also included the square TS structure which is obtained by imposing the $\mathrm{D}_{4 \mathrm{~h}}$ point group summetry restriction. Stationary points (minima and transition states) were optimized fully and vibrational analysis was used to confirm their nature and to provide zero-point energy (ZPE) corrections. Intrinsic Reaction Coordinate (IRC) was also used to verify the transition states and to connect reactants and products. All calculations have been carried out with the Gaussian 09 [37] software program package.

## 3. Results and discussion

Fig. 3 shows the equilibrium geometries of the ground state $\left(\mathrm{S}_{0}\right)$ rectangular structure of cyclobutadiene, its corresponding isosceles trapezium transition state (TS) associated with the automerization path, as well as the TS having a square geometry calculated using the larger active space and the cc-pVTZ basis set (for more details see the Electronic Supplementary Information, ESI), while Table 1 shows the optimized geometries for all basis sets used in this study.

From the numerical values of Table 1 we see that for the ground state rectangular structure and for all basis sets used except the ccpVTZ , the single bonds (and similarly for the double bonds) differ in their length in the third decimal figure, while the use of the cc-pVTZ basis introduces a change in the bond length in the second decimal point as compared to the other basis sets. On the other hand, the optimized isosceles trapezium transition state structure obtained with any of the basis sets and with the two active spaces corresponds to an isosceles trapezium (see the ESI for a concise geometrical proof). This optimized transition state is obtained quite naturally and without any imposed symmetry constraints, since according to Houk [39], a transition structure obtained without any symmetry constraints is an authentic transition structure.

It is worth mentioning here that the isosceles trapezium structure is obtained when the diffuse $3 \mathrm{p}_{\pi}$ orbitals are present in the active space and only when double excitations out of RAS1 and RAS2 are used. In most other cases the square structure is obtained. For instance, by using single excitations and without any symmetry constraints the square structure is obtained. Excluding the $3 p_{\pi}$ orbitals and allowing for double excitations the square TS is obtained again. However, if we take as an initial geometry the optimized square transition state and carry out a reoptimization using the $3 \mathrm{p}_{\pi}$ orbitals and double excitations we get the isosceles trapezium TS. This particular feature reminded us Coulson's remarks [40] about the important role of the $\pi$ electrons, and in another study concerning the cyclobutadiene molecule [41] the large influence of the $\pi$ electrons on the molecular geometry was stressed. This makes sense since by increasing the active space by using the diffuse $3 \mathrm{p}_{\pi}$ orbitals and taking into account the double excitations as compared to the single ones, then it is the additional improvement of the $\pi-\pi$ and $\sigma-\pi$ dynamical electron correlation that is important. Let us


Fig. 1. The Molecular Orbitals (MOs) comprising the active space in cyclobutadiene (CBD).
now consider Fig. 4 which shows the $\pi$ molecular orbital diagram for ground state rectangular CBD.

By looking at Fig. 4 we see that $\pi_{2}$ is the HOMO (Highest Occupied MO), $\pi_{3}{ }^{*}$ is the LUMO (Lowest Unoccupied MO) and the electronic configuration is described as $\pi_{1}{ }^{2} \pi_{2}{ }^{2}$. Suppose now that we compare the orbital occupancies of the optimized isosceles trapezium (IT) TS as obtained with the $\operatorname{RAS}(12,4+4+8)[2,2]$ active space, which includes the initial diffuse $3 \mathrm{p}_{\pi}$-type orbitals, with those of the optimized square TS excluding the $3 p_{\pi}$ orbitals (RAS $\left.(12,4+4+4)[2,2]\right)$. Using the $6-$ $31+G(d)$ basis set and analyzing the electron density matrices we see
that the orbital occupancies are $\pi_{2}{ }^{0.94} \pi_{3}{ }^{* 1.11}$ for IT(TS) and $\pi_{2}{ }^{0.99} \pi_{3}{ }^{* 0.99}$ for the square TS. Even if we use the larger active space, RAS $(12,4+4+8)[2,2]$, and force optimization to the square TS, the orbital occupancies remain the same. Therefore we see that the $\pi_{3}{ }^{*} \mathrm{MO}$ in the IT(TS) has $\sim 0.12$ more electrons than its corresponding counterpart in the square TS. Given the fact that the sum of all $3 \mathrm{p}_{\pi}$-type orbital occupancies is equal to 0.02 electrons, this means an enhanced $\pi-\pi$ dynamic electron correlation for the first case which is reflected into the molecular geometry shape of the IT(TS) since as is well known [42] the orbital occupation numbers change with the molecular geometry.


Fig. 2. The two active spaces used in this study. (a) $\operatorname{RASSCF}(12,4+4+8)[2,2]$, (b) RASSCF $(12,4+8+4)[2,2]$.


Fig. 3. RASSCF( $12,4+8+4$ )[2,2]/cc-pVTZ equilibrium structures of (a) ground state rectangular CBD, (b) isosceles trapezium transition state (TS) and (c) Square TS. Bond lengths in angstroms ( $\AA$ ).

Similar remarks hold for the other basis sets too. Consequently we deduce that the IT(TS) structure has a biradicaloid character.

In an ideal situation, as cyclobutadiene is distorted from its ground state rectangular structure towards the square ( $\mathrm{D}_{4 \mathrm{~h}}$ ) geometry, the HOMO-LUMO gap gets smaller and smaller until the square geometry is reached where the gap is nil [43]. In the IT(TS) geometry the gap is certainly very small but in any case it is different from zero and the distortion of the TS from $\mathrm{D}_{4 \mathrm{~h}}$ to a lower symmetry may be due to a pseudo Jahn-Teller distortion, something which is consistent with the fact that "stability and orbital degeneracy are simultaneously incompatible unless a molecule is linear" [40].

Fig. 5a shows the IRC calculation which connects the two equivalent CBD minima on the potential energy surface (PES) by a path that passes through the IT(TS) between them, while in Fig. 5b we see the normal vibrational mode corresponding to the imaginary frequency whose value, as calculated with the $\operatorname{RAS}(4+4+8)[2,2]$ active space and the cc-pVTZ basis set is $\nu^{\neq}=1794.16 i \mathrm{~cm}^{-1}$

The value of the imaginary frequency is large and the direction of the normal mode vectors shows movement towards ground state CBD.

For the calculation of the corresponding rate constants $\left(\mathrm{k}_{\mathrm{r}}\right)$ and lifetimes $(\tau)$ we use the classical Eyring's equation (1),
$k_{r}=\kappa \frac{k_{B} T}{h} \exp \left(\frac{-\Delta G^{\neq}}{R T}\right)$
In Eq. (1) $k_{B}$ is Boltzmann's constant, T is the absolute temperature, $R$ the universal gas constant, $\Delta G^{\neq}$is the activation free energy, $h$ is Planck's constant and $\kappa$ is the quantum mechanical tunneling coefficient which will be calculated in two different ways. In the first method
we use Bell's equation [44], defined below as,

$$
\begin{align*}
\kappa= & \frac{\left(\frac{h \nu^{\not}}{2 k_{B} T}\right)}{\sin \left(\frac{h \nu^{\neq}}{2 k_{B} T}\right)}-\frac{E_{a} \exp \left(\frac{E_{a}}{k_{B} T}-\frac{E_{a}}{\hbar \nu^{\not}}\right)}{\left(\frac{E_{a} k_{B} T}{\hbar \nu^{\not}}-E_{a}\right)} \\
& \times\left[1-\sum_{n=0}^{\infty} \frac{(-1)^{n+2}\left(\frac{E_{a}}{\hbar \nu^{\not}}-\frac{E_{a}}{k_{B} T}\right) e^{-(n+1) E_{a} / \hbar \nu^{\neq}}}{\left[\frac{(n+2) E_{a}}{\hbar \nu^{\neq}}-\frac{E_{a}}{k_{B} T}\right]}\right] \tag{2}
\end{align*}
$$

In Eq. (2), $\nu^{\neq}$is the imaginary frequency at the transition state associated with the reaction coordinate and $\mathrm{E}_{\mathrm{a}}$ is the activation energy. In the second method we use the Skodje-Truhlar equation [45] which is a generalization of Bell's equation applied to parabolic potential barriers and is defined as follows,
$\kappa=\sum_{n=0}^{\infty}(-1)^{n} \beta\left[\frac{1-e^{[\beta-(n+1) \alpha] \cdot E_{a}}}{(n+1) \alpha-\beta}+\frac{1}{n \alpha+\beta}\right]$
The parameters $\alpha$ and $\beta$ are defined through the following relations:
$\alpha=\frac{2 \pi}{h \operatorname{Im}\left(v^{\not}\right)}, \quad \beta=\frac{1}{k_{B} T}$
The notation $\operatorname{Im}\left(\nu^{\neq}\right)$means the imaginary part of the frequency which is always a real number. Both infinite series defined in Eqs. (2) and (3) are fully convergent (see the ESI for the corresponding mathematical proofs). We must also note here that both methods give practically the same results.

As a third approximation to the calculation of the rate constant for the automerization reaction of CBD we use the method of vibrational

Table 1
Selected geometrical parameters for ground state, rectangular, CBD and its isosceles trapezium and square transition states. Bond lengths ( $r$ ) are given in angstroms ( $\AA$ ), to within three (significant) decimal figures according to the suggestions of Hoffmann, Schleyer and Shaefer [38] and $P G$ is the corresponding molecular point group (see ESI).

| Active space: RASSCF $(12,4+4+8)[2,2]$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P G$ | $\mathrm{r}_{\text {C1C2 }}$ | $\mathrm{r}_{\mathrm{C} 2 \mathrm{C} 3}$ | $\mathrm{r}_{\text {C3C4 }}$ | $\mathrm{r}_{\text {C1C4 }}$ | $\mathrm{r}_{\mathrm{C}-\mathrm{H}}$ | Basis set |
| Ground state (Rectangle) |  |  |  |  |  |  |
| $D_{2 h}$ | 1.356 | 1.583 | 1.356 | 1.583 | 1.072 | 6-31G(d) |
| $D_{2 h}$ | 1.358 | 1.582 | 1.358 | 1.582 | 1.072 | $6-31+G(d)$ |
| $D_{2 h}$ | 1.358 | 1.583 | 1.358 | 1.583 | 1.072 | $6-31 \mathrm{G}(\mathrm{d})+3 \mathrm{p}$ |
| $D_{2 h}$ | 1.358 | 1.583 | 1.358 | 1.583 | 1.072 | $6-31 \mathrm{G}(\mathrm{d}, \mathrm{p})+3 \mathrm{p}$ |
| $D_{2 h}$ | 1.357 | 1.584 | 1.357 | 1.584 | 1.072 | $6-311 \mathrm{G}(\mathrm{d}, \mathrm{p})+3 \mathrm{p}$ |
| $D_{2 h}$ | 1.349 | 1.583 | 1.349 | 1.583 | 1.070 | cc-pVTZ |
| Transition State (TS) [Isosceles Trapezium] |  |  |  |  |  |  |
| $C_{2 v}$ | 1.467 | 1.454 | 1.457 | 1.454 | 1.070 | 6-31G(d) |
| $C_{2 v}$ | 1.469 | 1.454 | 1.459 | 1.454 | 1.070 | $6-31+G(d)$ |
| $\mathrm{C}_{2 v}$ | 1.469 | 1.454 | 1.459 | 1.454 | 1.070 | $6-31 \mathrm{G}(\mathrm{d})+3 \mathrm{p}$ |
| $C_{2 v}$ | 1.469 | 1.454 | 1.459 | 1.454 | 1.070 | $6-31 \mathrm{G}(\mathrm{d}, \mathrm{p})+3 \mathrm{p}$ |
| $D_{2 h}$ | 1.466 | 1.456 | 1.458 | 1.456 | 1.070 | $6-311 \mathrm{G}(\mathrm{d}, \mathrm{p})+3 \mathrm{p}$ |
| $D_{2 h}$ | 1.461 | 1.453 | 1.453 | 1.453 | 1.068 | cc-pVTZ |
| Transition State (TS) [Square] |  |  |  |  |  |  |
| $D_{4 h}$ | 1.459 | 1.459 | 1.459 | 1.459 | 1.071 | 6-31G(d) |
| $D_{4 h}$ | 1.459 | 1.459 | 1.459 | 1.459 | 1.071 | $6-31+G(d)$ |
| $D_{4 h}$ | 1.459 | 1.459 | 1.459 | 1.459 | 1.071 | $6-31 \mathrm{G}(\mathrm{d})+3 \mathrm{p}$ |
| $D_{4 h}$ | 1.459 | 1.459 | 1.459 | 1.459 | 1.071 | $6-31 \mathrm{G}(\mathrm{d}, \mathrm{p})+3 \mathrm{p}$ |
| $D_{4 h}$ | 1.459 | 1.459 | 1.459 | 1.459 | 1.071 | $6-311 \mathrm{G}(\mathrm{d}, \mathrm{p})+3 \mathrm{p}$ |
| $D_{4 h}$ | 1.456 | 1.456 | 1.456 | 1.456 | 1.069 | cc-pVTZ |
| Active space: $\operatorname{RASSCF}(12,4+8+4)[2,2]$ |  |  |  |  |  |  |
|  | $\mathrm{r}_{\mathrm{C} 1 \mathrm{C} 2}$ | $\mathrm{r}_{\mathrm{C} 2 \mathrm{C} 3}$ | $\mathrm{r}_{\mathrm{C} 3 \mathrm{C} 4}$ | $\mathrm{r}_{\text {C1C4 }}$ | $\mathrm{r}_{\mathrm{C}-\mathrm{H}}$ | Basis set |
| Ground state (Rectangle) |  |  |  |  |  |  |
| $D_{2 h}$ | 1.349 | 1.583 | 1.349 | 1.583 | 1.070 | cc-pVTZ |
| Transition State (TS) [Isosceles Trapezium] |  |  |  |  |  |  |
| $D_{2 h}$ | 1.461 | 1.453 | 1.453 | 1.453 | 1.068 | cc-pVTZ |
| Transition State (TS) [Square] |  |  |  |  |  |  |
| $D_{4 h}$ | 1.456 | 1.456 | 1.456 | 1.456 | 1.069 | cc-pVTZ |



Fig. 4. The $\pi$-MO energy levels for ground state rectangular CBD.
energy splitting tunneling [21-24] which considers one dimensional tunneling through a symmetric double minimum potential in terms of the vibrational energy splitting of the corresponding ground state reactive normal mode of vibration, $\nu_{\mathrm{F}}$. It has been found [21] that most of the effective tunneling in this case arises mainly from the vibrational ground state $(\mathrm{v}=0)$ since even at room temperature $\mathrm{k}_{\mathrm{B}} \mathrm{T} /$ $\mathrm{hc} \sim 200 \mathrm{~cm}^{-1}$, and all the calculated vibrational wave numbers are greater than $200 \mathrm{~cm}^{-1}$ and consequently according to the Boltzmann distribution theorem the majority of the molecules will be in the vibrational ground states. In this case the rate constant is related to the vibrational energy splitting, $\Delta \mathrm{E}_{\text {split }}$, through Eq. (5),
$k_{r}=\frac{2 \Delta E_{\text {split }}}{h}$
where the vibrational energy splitting is further defined through the following equations,
$\Delta E_{\text {split }}=\frac{h \nu_{F}}{\pi} e^{-\vartheta}$
$\vartheta=\frac{\left[E_{a}-\sqrt{E_{a} E_{0}^{\prime}}\right]}{\hbar \nu^{\neq}}$
$E_{0}^{\prime}=\frac{h \nu_{F}}{2}$
We find that $\Delta \mathrm{E}_{\text {split }}=1.18-1.2 \mathrm{~cm}^{-1}$ using the large $\operatorname{RAS}(4+8+4)$ [2,2] active space and the cc-pVTZ basis set given that $\nu_{F}=1566.55 \mathrm{~cm}^{-1}=4.69639 \cdot 10^{13} \mathrm{~s}^{-1}$. In Table 2, we report the calculated values of the rate constants and life times for all basis sets used in this study along with their corresponding active spaces as well as the activation energies and activation free energies.

By looking at the numerical values of Table 2 we see that the activation energy ( $\mathrm{E}_{\mathrm{a}}$ ) concerning the IT(TS) varies from 8.50 to $9.62 \mathrm{kcal} /$ mol, while that for the square TS spans a range between 6.8 up to $8.5 \mathrm{kcal} / \mathrm{mol}$, implying that the square TS is slightly energetically lower compared to that of the IT(TS) from 0.5 to $1.8 \mathrm{kcal} / \mathrm{mol}$, something which is in a very good agreement with Redington's predictions [28]. At this point we should like to emphasize that by introducing dynamic correlation, all the aforementioned RASSCF calculations point towards an isosceles trapezium TS. However, it is known [46] that we cannot prove that a transition state does not exist and possibly only quantum dynamics calculations can resolve this issue. Consequently, we may assume that both transition states, the IT(TS) and the square TS coexist on the potential energy hypersurface.

All the calculated RASSCF activation energies are within the experimental energy range. Introducing quantum mechanical tunneling the rate constants increase by an order or two orders of magnitude depending on the particular basis set used. On the other hand, the use of the vibrational energy splitting tunneling method increases the value of the rate constant still further by an order of magnitude. This is a fact which is well known in the scientific literature [24] and much discussion has been devoted in this topic. We must however emphasize at this point that the automerization reaction of CBD is a bond stretching/ compression event (Fig. 3) aided by the phenomenon of quantum mechanical tunneling since given the fact that the average change in the CC distance, that is the distance the carbon atoms move along the reaction coordinate, is $\delta_{\mathrm{CC}} \sim 0.1 \AA$, then for a kinetic energy corresponding to the barrier height $\mathrm{E}_{\mathrm{k}}=9.62 \mathrm{kcal} /$ $\mathrm{mol}=6.6838 \times 10^{-23} \mathrm{KJ} /$ atom, we find that the wavelength is $\lambda=\mathrm{h}$ / $p=0.182 \AA$. Hence, the aforementioned change in the distance between the carbon atoms is of the order of the de Broglie wavelength of the carbon atom, signaling the significance of quantum mechanical tunneling [47].

## 4. Conclusions

In this study concerning the famous automerization reaction of cyclobutadiene, the application of the RASSCF method using an extended active space incorporating diffuse orbitals of $3 p_{\pi}$ type and the inclusion of dynamic correlation shows that the transition state structure is an isosceles trapezium. This transition state is obtained without any symmetry restrictions. We believe that this is an attribute of the enhanced $\pi-\pi$ dynamic electron correlation showing that sometimes nature surprises us by using paths guided by special quantum phenomena. The predicted energy barrier is $9.62 \mathrm{kcal} / \mathrm{mol}(0.417 \mathrm{eV})$.


Fig. 5. (a) IRC path from the isosceles trapezium transition state, IT(TS) and (b) the corresponding normal mode of vibration. (Calculation method RAS( $4+4+8$ ) [2,2]/cc-pVTZ).

Table 2
Calculated activation energies ( $\mathrm{E}_{\mathrm{a}} / \mathrm{kcal} \cdot \mathrm{mol}^{-1}$ ) including the ZPE corrections, rate constants $\left(\mathrm{k}_{\mathrm{r}} / \mathrm{s}^{-1}\right)$ and life-times ( $\tau / \mathrm{ns}$ ) for the automerization reaction of cyclobutadiene.

| Geometry | ${ }^{\alpha} \mathrm{E}_{\mathrm{a}} / \mathrm{kcal} \cdot \mathrm{mol}^{-1}$ | $\mathrm{k}_{\mathrm{r}} / \mathrm{s}^{-1}$ | $\tau / \mathrm{ns}$ | $\mathrm{k}_{\mathrm{r}}{ }^{\text {(tunneling) }} / \mathrm{s}^{-1}$ | $\tau^{\text {(tunneling) }} / \mathrm{ns}$ | Basis set |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Active space: $\operatorname{RASSCF}(12,4+4+8)[2,2],\{54,593 \mathrm{CSFs}\}$ |  |  |  |  |  |  |
| Isosceles trapezium | 7.9 | $0.10 \times 10^{8}$ | 100 | $0.61 \times 10^{9}$ | 1.64 | 6-31G(d) |
| Square | 7.0 | $0.46 \times 10^{8}$ | 21.7 | $1.84 \times 10^{9}$ | 0.54 | 6-31G(d) |
| Isosceles trapezium | 8.56 | $0.33 \times 10^{7}$ | 303 | $0.32 \times 10^{9}$ | 3.13 | $6-31+G(d)$ |
| Square | 7.7 | $0.14 \times 10^{8}$ | 71.4 | $1.03 \times 10^{9}$ | 0.97 | $6-31+G(d)$ |
| Isosceles trapezium | 8.77 | $0.23 \times 10^{7}$ | 435 | $0.26 \times 10^{9}$ | 3.78 | $6-31 \mathrm{G}(\mathrm{d})+3 \mathrm{p}$ |
| Square | 8.10 | $0.72 \times 10^{7}$ | 138.9 | $0.63 \times 10^{9}$ | 1.59 | $6-31 \mathrm{G}(\mathrm{d})+3 \mathrm{p}$ |
| Isosceles trapezium | 8.5 | $0.37 \times 10^{7}$ | 270 | $0.37 \times 10^{9}$ | 2.70 | $6-31 \mathrm{G}(\mathrm{d}, \mathrm{p})+3 \mathrm{p}$ |
| Square | 8.0 | $0.85 \times 10^{7}$ | 117 | $0.70 \times 10^{9}$ | 1.43 | $6-31 \mathrm{G}(\mathrm{d}, \mathrm{p})+3 \mathrm{p}$ |
| Isosceles trapezium | 8.5 | $0.37 \times 10^{7}$ | 270 | $0.55 \times 10^{9}$ | 1.80 | $6-311 \mathrm{G}(\mathrm{d}, \mathrm{p})+3 \mathrm{p}$ |
| Square | 6.8 | $0.64 \times 10^{8}$ | 15.6 | $3.92 \times 10^{9}$ | 0.26 | $6-311 \mathrm{G}(\mathrm{d}, \mathrm{p})+3 \mathrm{p}$ |
| Isosceles trapezium | 9.0 | $0.16 \times 10^{7}$ | 625 | $0.37 \times 10^{9}$ | 2.70 | cc-pVTZ |
| Square | 8.5 | $0.37 \times 10^{7}$ | 270 | $0.56 \times 10^{9}$ | 1.79 | cc-pVTZ |
| Active space: $\operatorname{RASSCF}(12,4+8+4)[2,2],\{454,758 \mathrm{CSFs}\}$ |  |  |  |  |  |  |
| Isosceles trapezium | 9.62 | $0.55 \times 10^{6}$ | 1820 | $0.18 \times 10^{8}$ | 5.56 | cc-pVTZ |
| Square | 7.81 | $0.14 \times 10^{8}$ | 71.4 | $1.58 \times 10^{9}$ | 0.63 | cc-pVTZ |
| Vibrational Energy Splitting Tunneling |  |  |  |  |  |  |
| Isosceles trapezium | 9.62 |  |  | $7.1 \times 10^{10}$ | 0.0141 (14.1 ps) | cc-pVTZ |
| Square | 7.81 |  |  | $3.2 \times 10^{11}$ | 0.003 (3.13 ps) | cc-pVTZ |
| ${ }^{\beta}$ Experimental | 1.6-10 |  |  |  |  |  |

$\alpha$. In all cases $\Delta G^{\neq}=E_{a}, \beta$. Ref [27].
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