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ABSTRACT: The effect of the quality of the ground-state geometry on excitation
energies in the retinal chromophore minimal model (PSB3) was systematically
investigated using various single- (within Møller−Plesset and coupled-cluster
frameworks) and multiconfigurational [within complete active space self-consistent
field (CASSCF) and CASSCF-based perturbative approaches: second-order
CASPT2 and third-order CASPT3] methods. Among investigated methods, only
CASPT3 provides geometry in nearly perfect agreement with the CCSD(T)-based
equilibrium structure. The second goal of the present study was to assess the
performance of the CASPT2 methodology, which is popular in computational
spectroscopy of retinals, in describing the excitation energies of low-lying excited
states of PSB3 relative to CASPT3 results. The resulting CASPT2 excitation energy
error is up to 0.16 eV for the S0 → S1 transition but only up to 0.06 eV for the S0 →
S2 transition. Furthermore, CASPT3 excitation energies practically do not depend
on modification of the zeroth-order Hamiltonian (so-called IPEA shift parameter),
which does dramatically and nonsystematically affect CASPT2 excitation energies.

1. INTRODUCTION
Retinylidene proteins (also commonly called rhodopsins) use
the retinal molecule as their chromophore, which is covalently
linked through a protonated iminium moiety to the highly
conserved lysine residue. Thus, this form of retinal is usually
called retinal protonated Schiff base (RPSB). They are found in
many organisms, ranging from archaea through algae and
invertebrates up to humans.1−3 They act as visual pigments
(rhodopsin, photopsins) and they control pupillary light reflex
and circadian photoentrainment (melanopsin) in higher
organisms. In microorganisms, they are responsible for
detection of light and phototaxis (sensory rhodopsins) as well
as for light-driven, active transport of chloride ions
(halorhodopsin) or protons (bacteriorhodopsin).
The biological activity of rhodopsins comes from stereo-

selective photoisomerization of retinal. This is one of the fastest
(the first photointermediate in the visual rhodopsin cycle is
formed in merely 200−250 fs)4−6 and most efficient (quantum
yield of ca. 0.65)7,8 processes known to date. Due to these
features, both microbial and animal rhodopsins find applica-
tions in modern technologies, e.g., in construction of artificial
retinas or photovoltaic devices, memory storage, and read-
out.3,9,10 They also serve as model systems with the ultimate
goal of designing photoswitching organic molecules.11,12

Although the retinal photoisomarization event has been a
subject of extensive experimental studies,5,13−21 gaining insight
into the photoisomerization mechanism as well as the role of
the protein environment requires a theoretical chemistry

approach due to the remarkable rate of this process and
complex interactions between the RPSB and protein cavity
residues.
It was found that retinal chromophore can be successfully

described with single-reference methods, such as the second-
order Møller−Plesset perturbation theory (MP2)22 in the
ground electronic state (S0).

23−25 However, for reliable
calculations of geometric, electronic, and spectral properties
in both ground (e.g., far from the equilibrium geometry) and
excited states, multireference methods are required. What is
more, according to recent reports, a balanced description of
both static and dynamic correlations should be provided for the
most reliable results.24 For the last two decades, a widely used
computational method to investigate the photoisomerization
mechanism of various retinal models and derivatives either in
the gas phase26−34 or in the protein environment35−39 has been
the CASPT2//CASSCF scheme, which is a two-step procedure
starting from geometry optimization within a CASSCF40

framework followed by calculating the CASPT241 correction
to the energy that accounts for the dynamic correlation energy
missing in CASSCF calculations. Such an approach often
utilizes 6-31G* basis set. However, it has been recently
reported that the CASPT2//CASSCF/6-31G* approach draws
from fortuitous cancellation of errors, as the CASSCF geometry
is less reliable than the CASPT2 one.23,24,42 Page and
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Olivucci43 were the first to show that the CASSCF/6-31G* and
CASPT2/6-31G* ground- and excited-state (GS and ES,
respectively) geometries of small organic molecules (including
RPSB models) significantly differ. In another study by Valsson
et al.,24 it has also been demonstrated that the CASSCF
methodology gives significantly longer single bonds and shorter
double bonds in the ground state of PSB3, compared to the
CASPT2 and quantum Monte Carlo (QMC) approaches. What
is more, the authors report that after excitation to the first
excited state (S1) and in-plane relaxation (with constrained
torsional angles), the excited-state structures obtained with
CASPT2, full and approximate coupled cluster singles and
doubles methods (CCSD and CC2, respectively)44,45 and
QMC approaches agree quite well, while they are significantly
in variance with those obtained with the CASSCF method. This
seems to be true not only for the minimal model but also for
PSB4 and PSB5 models, i.e., retinal models with four or five
double bonds, respectively (Figure 1). Similar conclusions were
drawn by Olivucci’s group,46 based on minimum energy
pathways of PSB3 photoisomerization, that inclusion of
dynamic correlation effects either variationally or perturbatively
has a significant qualitative impact on the shape of the S1
potential energy surface (PES) near the conical intersection
(CI) with the S0 PES. It seems that dynamic correlation
significantly stabilizes the charge-transfer character of the
minimal model compared to the covalent-diradical structure.
Although, this has a significant impact on the statistics and
quantitative properties of the photoisomerization, its general
mechanism is properly described by the CASSCF approach.46

The CASPT2 approach seems to be the desired one to
obtain the geometries of retinal models in both the ground
state and the excited states. However, it is computationally
expensive, and so far only numerical CASPT2 gradients are
available.47 Moreover, CASPT2 excitation energies suffer from
large errors, up to 0.35 eV, when the corrected zero-order
Hamiltonian (IPEA shift)48 is not employed.23−25 Oddly
enough, the CASPT2//CASSCF/6-31G* protocol does
perform well only without the IPEA correction. The plausible
explanation for its good performance is the cancellation of
errors coming from overestimation of the excitation energies by
utilization of a relatively small basis set and underestimation by
not including the IPEA correction.23,24,46

Interestingly, results of the photoisomarization studies found
with the CASPT2 approach seem to be consistent with the
CC2 results published by Send and co-workers49−52 and
supported by Valsson et al.24 Although the CC2 method can be
utilized to treat systems in the excited state, it is still a single-
reference method, and therefore, it has been considered as not
being able to properly describe the vicinity of a true conical
intersection between the ground electronic state and the first
response state. Surprisingly, in a recent paper, Tuna et al.53

revealed that it is possible, at least for PSB3 retinal model.
However, in the surface crossing region, CC2 calculations are

prone to artifacts, and more studies are needed to establish
CC2 suitability for full reaction path or dynamics calculations in
the excited states.
Currently, within multireference and coupled cluster ansatz,

only the lowest levels of theory methods (CASSCF and CC2,
respectively) are available to describe both ground and excited
states of full retinals, especially inside the protein environment.
Therefore, it is of utmost importance to establish the accuracy
of these approaches with respect to the results produced by
high-level theory methods, e.g. CASPT2, CASPT3, and coupled
cluster with single and double excitations and perturbative
correction for triple excitations (CCSD(T)). A perfect
candidate for such studies is the minimal retinal model
PSB3. Although the PSB3 model is significantly truncated and
lacks the structural features of the full model (methyl
substituents, six-membered β-ionone ring, longer system of
the conjugated double bonds; see Figure 1) that are important
for quantitative spectral properties of the retinal, the minimal
model is still extensively used to gain qualitative insight into
RPSB properties and the photoisomerization mecha-
nism.26,34,46,52,54−57

The objective of the present work is two-fold: (i) to assess
the performance of various single- and multireference ab initio
methods extensively used in computations of the ground-state
geometry of retinals, e.g., MP2, CC2, CASSCF, and CASPT2
methods with respect to the CASPT3 as well as to the reference
CCSD(T) data with a special emphasis on the impact of the
choice of the ground-state geometry on excitation energies and
(ii) to investigate the reliability of the CASPT2- and
CASPT2//CASSCF-based excitation energies in terms of
CASPT3 results. To the best of our knowledge, this is the
first attempt to investigate the spectroscopy of the retinal
model using the high-level CASPT3 method. Moreover, PSB3
is presumably the largest molecular system of which the
ground-state geometry has been optimized using the CASPT3
methodology (for CASPT3 calculations on other molecular
systems, see refs 58−63). Specifically, the ground-state
geometry of the minimal model of retinal (PSB3) is extensively
studied by various methods within the complete active space
(CASSCF), multireference perturbation theory (CASPT2,
CASPT3), Møller−Plesset perturbation theory (MP2, MP3,
MP4), and coupled cluster ansatz (CC2, CCSD, CCSD(T)).
Basis sets ranging from double- to quadruple-ζ quality are used
for the geometry optimization and subsequent CASPT2 and
CASPT3 calculations of excitation energies. The impact of the
modifications to the effective Hamiltonian by the usage of the
IPEA shift parameter on the CASPT2- and CASPT3-based
excitation energies is also discussed.

2. METHODOLOGY

2.1. Ground-State Geometry Optimization. The
CASSCF and CASPT2 GS geometries of the PSB3 model
(Figure 1) were optimized with Molcas 7.6,64 while CASPT3

Figure 1. Exemplary RPSB models differing in a length of the conjugated double bonds’ system. The 11-cis RPSB is a full model. Heavy atom
numbering of the investigated PSB3 model is also shown.
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ones with Molpro 2012.165 computational packages. The 6-
31G*66 and ANO-L-VXZP (atomic natural orbitals-large-
valence X-tuple-ζ polarizable, where X = D, T, Q; VQZP
used only in CASSCF and CASPT2) basis sets were used. The
ANO basis sets are generally contracted basis sets, specially
optimized for the Molcas suite of programmes.67−69 In
CASSCF and both multireference perturbation theory calcu-
lations (CASPT2, CASPT3), the active space consisted of six
active π orbitals and six electrons. The CASSCF and CASPT2
ground-state geometries were optimized using the frozen-core
approximation, i.e., heavy atoms’ 1s orbitals were frozen.
Relaxed core or frozen core schemes selection in the CASSCF
and CASPT2 optimization procedures does affect the resulting
equilibrium geometry only marginally (bond lengths differences
are less than 3 × 10−4 Å). Also, the Cholesky decomposition
algorithm for two-electron integrals evaluation was used with
the default threshold of 10−4. In the case of the CASPT2
geometry optimization, the S-IPEA correction (0.25 hartree)
was utilized. It was also confirmed that the CASPT2 structures
optimized with no IPEA correction (0-IPEA) do not differ in
bond lengths by more than 0.001 Å. In the case of the CASPT3
optimization, neither the frozen core approximation nor S-
IPEA parameter was used. To the best of our knowledge, the
CASPT3 GS geometries of the retinal PSB3 model are reported
for the very first time.
The Møller−Plesset (MP2, MP3, MP4), CCSD, and

CCSD(T) GS geometries were obtained with the Gaussian09
revision D01 computational package.70 In fact, the MP4(SDQ)
approach, instead of a true MP4 method, was used, i.e., single,
double, and quadruple excitations were only included. The 6-
31G* basis set and correlation-consistent polarizable valence X-
tuple-ζ (cc-pVXZ, where X = D, T, Q; cc-pVQZ used only in
CC2 and MP2) basis sets were used.71

The CC2 geometries were optimized with the Turbomole
6.5 computational package.72 Resolution of the identity (RI)
approximation was employed for more efficient calculations.73

For optimization in the 6-31G* basis set, the cc-pVDZ auxiliary
basis set GS geometry was used. At single-determinant levels of
theory, no core orbitals were frozen.
2.2. Energetic Properties. The excitation energies were

calculated with the CASPT2 method in ANO-L-VDZP, ANO-
L-VTZP, and ANO-L-VQZP basis sets utilizing the Molcas 7.6
computational package.64 Calculations were performed for both
0-IPEA and S-IPEA parameters, for CASSCF(6,6) reference
wave functions averaged over either two or three states (roots),
and employing either single-state (SS-CASPT2) or multistate
(MS-CASPT2) protocols.74 All MS-CASPT2 results as well as
multireference perturbation calculations using the two-roots
SA-CASSCF wave function (SS-CASPT2, MS-CASPT2, and
CASPT3) are shown in Tables S1−S7 of the Supporting
Information. To rule out intruder states, an imaginary shift75 of
0.1 hartree was used for calculations in triple- and quadruple-ζ
basis sets. Unless indicated, CASPT2 excitation energies were
obtained using the SS-CASPT2 protocol with the S-IPEA
parameter.
CASPT3 excitation energies were calculated in ANO-L-

VDZP, ANO-L-VTZP, and ANO-L-VQZP basis sets with the
Molpro 2010.1 program.65 Calculations were performed using
the CASSCF(6,6) wave function averaged over three states.
Single-state CASPT3 protocol was utilized. The S-IPEA
parameter and imaginary shift equal to 0.1 hartree were used.
For chosen geometries, 0-IPEA was also checked to investigate
the IPEA influence on the excitation energies (Tables S8 and

S9, Supporting Information). Calculations of excitation
energies were carried out with the frozen core approximation.
MR-CISD and cc-pVDZ properties were calculated with the

Molpro 2010.165 program. The reference wave function for
MR-CISD energies was the CASSCF(6,6) wave function
averaged over three states. Besides “plain” MR-CISD energies,
also Davidson76 and Pople77 corrections, to account for
quadruple excitations and improve size consistency of MR-
CISD methodology, were calculated (Tables S10 and S11,
Supporting Information). In the main text only, MR-CISD
excitation energies with the Pople correction are presented.
One-electron properties like oscillator strengths or changes

in dipole moments of the excited states relative to the dipole
moment of the ground state based on the SA-CASSCF wave
function were also calculated and are shown in Figures S4−S7
and S10 and Tables S12−S20 of the Supporting Information.

3. MOLECULAR STRUCTURES

3.1. Basis Set Size Impact. Impact of the basis set size on
the PSB3 bond lengths within a given ansatz is discussed here
(Figure S1, Supporting Information).
Increasing the basis set size from 6-31G* to cc-pVDZ makes

all bonds longer within 0.006−0.009 Å in the coupled cluster
levels of theory. The only exception is the C5N6 double
bond, which is the least affected one by the basis set size in all
CC methods. Similar qualitative and quantitative effects on
bond lengths is seen when one goes from the 6 to 31G* to cc-
pVDZ basis set within Møller−Plesset perturbation theory
methods.
Increasing basis set size further, from cc-pVDZ to cc-pVTZ,

makes all bonds shorter by about 0.015−0.020 Å within the
coupled cluster ansatz. Again, however, bond shortening is
considerably less for the C5N6 bond (less than 0.012 Å).
This is also the case for the ground-state geometries optimized
at the MPn levels of theory. Due to the virtually constant
impact of the basis set size on the bond lengths at discussed
levels of theory, the bond length alternation (BLA, which is
defined as the average length of the single bonds minus the
average length of the double bonds) value is virtually not
affected by the basis set size, as shown in Figure S3 of the
Supporting Information.
Upgrading the basis set from 6-31G* to ANO-L-VDZP does

have a relatively small effect on the bond lengths (up to 0.002
Å) resulting from CASSCF calculations. Increasing the basis set
size further to triple-ζ, makes all bonds shorter by ca. 0.005 Å.
This is reflected in essentially identical BLAs for 6-31G* and
ANO-L-VTZP basis sets (Figure S3, Supporting Information).
For the CASPT2 approach, a difference between 6-31G* and

ANO-L-VDZP bond lengths is more visible than in the case of
CASSCF. For the ANO-L-VDZP basis set, each bond is longer
by 0.005−0.010 Å. Increasing the basis set size to ANO-L-
VTZP results in all bonds being shorter by by 0.008−0.014 Å.
This corresponds to BLA values for CASPT2/6-31G* and
CASPT2/ANO-L-VTZP geometries being in a very good
agreement.
In the CASPT3 methodology, all bonds become 0.004−

0.010 Å longer in ANO-L-VDZP than in the 6-31G* basis set.
Expanding the basis set from ANO-L-VDZP to ANO-L-VTZP
results in shortening of all bonds by 0.008−0.014 Å. This is in
an excellent agreement with changes in geometrical properties
when basis set size is increased for the CCSD and CCSD(T)
optimization methods.
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Finally, increasing basis set size to quadruple-ζ when
optimizing the ground-state geometry in CASSCF, CASPT2,
CC2, and MP2 frameworks does not have a significant impact
on the bond lengths compared to those obtained in the triple-ζ
basis set. As it turns out, the 6-31G* basis set performs better
than double-ζ with respect to the triple-ζ basis set in the case of
CC, MPn, CASPT2, and CASPT3 geometry calculations.
3.2. Comparison of Ground-State Geometries Ob-

tained from Different Methods Using Triple-ζ Basis Set.
The CCSD(T)/cc-pVTZ method represents the highest level
of theory approach for the geometry optimization discussed in
this paper and can be considered as the reference one. In this
subsection, discussion of the GS geometries obtained with
various methods in the triple-ζ basis set relative to the
CCSD(T)/cc-pVTZ is presented (Figure 2).

As shown in Figure 2a, the CASSCF method gives
overestimated single bond lengths by 0.009−0.013 Å and
underestimated double bond lengths by 0.007−0.021 Å
compared to the reference geometry. In fact, it is well known
that not including dynamic correlation effects by the CASSCF
methodology leads to overestimated single bond lengths and
underestimated double bond lengths for larger RPSB models as
well.23−25,43,78

CASPT2 double bond lengths are in an excellent agreement
with the reference geometry, while single bonds are almost
0.010 Å shorter compared to the CCSD(T) structure. This is
also the case for the MP2 geometry, which performs well due to
the strong single-reference character of the ground-state wave
function of retinal models in the equilibrium geometries. This is
in an agreement with results for larger retinal models.23−25

CASPT3 offers great improvement in determining single
bond lengths relative to the CASPT2 method. While double
bond lengths, which were in excellent agreement with the
reference values already at the CASPT2 level of theory, are
virtually intact (with the exception of the CN bond, which is
0.003 Å shorter for the CASPT3-based geometry), single bond
lengths are improved significantly, by up to 0.007 Å, converging
toward CCSD(T) values. In fact, CASPT3 results reveal that
regardless of single and double CC bond characters, bond
lengths diverge by no more than 0.003 Å from the reference
values. This is in line with Werner’s58 study of a set of small
diatomic molecules for which the CASPT3 equilibrium
geometrical parameters are as accurate as the ones from
MRCI and CCSD(T) when compared to experimental data.
Surprisingly, our high-level CASPT3/ANO-L-VTZP and
CCSD(T)/cc-pVTZ bond lengths differ from variational
QMC data; a global shortening of all QMC bonds by almost
0.005−0.010 Å is seen (an even larger difference is obtained
when QMC/cc-pVDZ or QMC/aug-cc-pVDZ results, which
are very close to each other, are correlated with the CASPT3
and CCSD(T) ones in the double-ζ basis set; Figure S2,
Supporting Information).24,79 The same discrepancy between
CCSD(T) and VMC structural parameters is also found for
trans-1,3-butadiene.80 On the other hand, VMC and CCSD(T)
BLAs are exactly equal (Figure 3).
Interestingly, for the MP3 and MP4 geometries, single bond

lengths are virtually the same as the reference ones, while
double bond lengths are up to 0.010 Å shorter (Figure 2b).
This is also the case for the CCSD geometry. On the other
hand, the CC2 double bond lengths are in much better
agreement with the CCSD(T) ones, while single bonds are ca.
0.017 Å shorter. This is reflected in the smallest BLA value
among the investigated methods and, consequently, leads to the
largest deviation from the CCSD(T) (0.015 Å difference)
besides the CASSCF method (Figure 3).
Overall, the most successful method in reproducing the

CCSD(T) reference geometry seems to be the CASPT3
method (maximum deviation in both CC bond lengths and
BLA value is only 0.003 Å), while the poorest performance is
obtained by the CASSCF method [for all basis sets, BLA’s
deviation is in the range of 0.023−0.025 Å (Figure S3,
Supporting Information), whereas maximum deviation in bond
lengths is as much as 0.020 Å (Figure S1, Supporting
Information)], closely followed by CC2 (see above). However,
other methods benchmarked in this paper and accounting for
both static and dynamic electron correlations give either single
(MP3, MP4, and CCSD) or double bond lengths (MP2,

Figure 2. Bond lengths for the ground-state geometries obtained with
various multireference (a) and single-reference (b) methods using
triple-ζ basis sets (squares) and 6-31G* basis set (triangles). VMC
(variational Monte Carlo) data are from ref 79. In panel (a) the bond
lengths obtained with the reference CCSD(T)/cc-pVTZ method are
also displayed. For numeration of atoms, see Figure 1. Under each
panel, there is a plot showing an expansion of each bond length (the
range in all cases is 0.040 Å; points were slightly moved apart for
clarity).
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CASPT2, and CC2) in an excellent agreement with the
reference structure.
3.3. CASSCF, CASPT2, and CASPT3 Performance Using

6-31G* Basis Set. As explained in the Introduction, the

CASPT2//CASSCF/6-31G* protocol seems to be intensively
utilized in the investigation of the properties and processes
related to retinals and retinylidene proteins. Moreover, sparse
studies of the retinal’s geometries in vacuo by the CASPT2
method are often limited to a rather small 6-31G* basis set, and
as Walczak et al.23 have shown for PSB5 models, such a basis
set may be insufficient to capture certain geometrical features
properly. Here, a comparison of geometrical parameters
obtained at CASSCF, CASPT2, and CASPT3 levels of theory,
using the 6-31G* basis set, with the ones from the reference
CCSD(T)/cc-pVTZ method is presented (for bond lengths,
see Figure 2; for BLAs, see Figure 3).
As shown in the previous subsection, if the source of the GS

geometry is the CASSCF/ANO-L-VTZP and CCSD(T)/cc-
pVTZ method, significant difference in bond lengths is
observed. However, if one compares the CASSCF/6-31G*
and CCSD(T)/cc-pVTZ geometries, there is a noticeable
improvement in double bonds lengths when applying the 6-
31G* basis set (by up to 0.004 Å), but at the same time, single
bond lengths become slightly more divergent from the
reference values (by up to 0.004 Å). A reverse trend is noticed
when the CASPT2 method is utilized in the geometry
optimization procedure instead of the CASSCF one. Un-
expectedly, single C−C bond lengths obtained from CASPT2/
6-31G* calculations are in better agreement with the
CCSD(T)/cc-pVTZ data (by almost 0.005 Å) than the ones
from CASPT2/ANO-L-VTZP calculations. On the other hand,
double CC bond lengths are improved by ca. 0.005 Å when
the ANO-L-VTZP basis set is used. Consequently, the

Figure 3. Bond length alternation (BLA) values for the ground-state
geometries obtained with various methods in triple-ζ basis sets and
with chosen methods in the 6-31G* basis set. VMC (variational
Monte Carlo) value was taken from ref 79. The cc-pVTZ and ANO-L-
VTZP basis set names are abbreviated as VTZ and VTZP, respectively.
CASSCF, CASPT2, and CASPT3 methods names are abbreviated as
CAS, PT2, and PT3, respectively.

Figure 4. S0 → S1 excitation energies calculated at SS-CASPT2/S-IPEA level of theory (ANO-L-VDZP, ANO-L-VTZP, and ANO-L-VQZP basis
sets) utilizing ground-state molecular structures of the PSB3 model obtained at various multireference (a) and single-reference (b) levels of theory.
In panel (a), results for the reference CCSD(T)/cc-pVTZ geometry are displayed. The cc-pVxZ and ANO-L-VxZP basis set names are abbreviated
as VxZ and VxZP, respectively. CASSCF, CASPT2, and CASPT3 method names are abbreviated as CAS, PT2, and PT3, respectively.
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CASPT2 geometries optimized in 6-31G* and ANO-L-VTZP
basis sets give identical BLA, which is 0.009 Å smaller than in
the case of the reference structure.
Third-order corrected equilibrium geometries of PSB3 have

sligthtly improved single and double bonds lengths (by about
0.003 Å) over corresponding second-order corrected values
when compared to the reference data. However, CASPT3-
based bond lengths, contrary to the CASPT2 ones, are always
exaggerated relative to the CCSD(T)/cc-pVTZ results, a
deviation that further diminishes upon extension of the basis
set to ANO-L-VTZP. Interestingly, reference values are always
in between the CASPT3/6-31G* and CASPT3/ANO-L-VTZP
ones.
One may thus conclude that the lowest-level of theory, the

CASSCF/6-31G* method, presented here performs not very
well in terms of bond lengths compared to significantly higher
level of theory methods. Furthermore, it seems that increasing
the basis set size from 6-31G* to ANO-L-VQZP in CASSCF
geometry calculations provides no improvement in the quality
of the equilibrium geometry. Within CASPT2 frameworks, 6-
31G* to ANO-L-VTZP increment of basis set size does
improve CC and CN double bond lengths but at the same
time worsens single C−C bond lengths. At the CASPT3 levels
of theory, the 6-31G* basis set is as reliable as the much larger
ANO-L-VTZP basis set in reproducing reference geometry.

4. EXCITATION ENERGIES
4.1. Impacts of Geometry on Excitation Energies. In

this subsection, the effect of the methodology (along with the
basis set effect) selected to perform the ground-state geometry
optimization on the excitation energies is shown (for bond
lengths, see Figure 2 and Figures S1 and S2, Supporting
Information). For excitation energies calculated at the CASPT2
level of theory, see Figures 4 and 5 and Tables S1−S4 of the
Supporting Information.

Basis Set Effect. At all presented coupled cluster levels of
theory, going from 6-31G* to cc-pVDZ basis sets in the
geometry optimization procedure lowers the S0 → S1 excitation
energy by about 0.05 eV. Similarly, the S0 → S2 excitation
energy (EE) decreases, but this effect is a bit larger (0.05−0.07
eV). As was already indicated, the discussed basis set size
impact on geometrical features is virtually the same for the
Møller−Plesset perturbation theory methods; thus, this is also
the case for energetic properties. Excitation energies to both
lowest-lying singlet states are considerably larger when the cc-
pVTZ instead of cc-pVDZ basis set is used for geometry
optimization with MP and CC methods. This effect is ca. 0.10
and 0.15 eV for the S0 → S1 and S0 → S2 transitions,
respectively.
In the case of the CASSCF/6-31G* and CASSCF/ANO-L-

VDZP GS geometries, the EEs are virtually the same. Increasing
basis set size in the GS geometry optimization procedure to
VTZP makes the transition energy for both states larger by up
to 0.05 eV.

Figure 5. S0 → S2 excitation energies calculated at SS-CASPT2/S-IPEA level of theory (ANO-L-VDZP, ANO-L-VTZP, and ANO-L-VQZP basis
sets) utilizing ground-state molecular structures of the PSB3 model obtained at various multireference (a) and single-reference (b) levels of theory.
In panel (a), results for the reference CCSD(T)/cc-pVTZ geometry are displayed. The cc-pVxZ and ANO-L-VxZP basis set names are abbreviated
as VxZ and VxZP, respectively. CASSCF, CASPT2, and CASPT3 method names are abbreviated as CAS, PT2, and PT3, respectively.
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Compared to the CASPT2/6-31G* geometry, the CASPT2/

ANO-L-VDZP structure makes the S0 → S1 and S0 → S2 EEs

lower by ca. 0.05 and 0.07 eV, respectively. Upon expansion of

the basis set size to ANO-L-VTZP, the transition energies to S1
and S2 increase by 0.08−0.13 eV.

In the CASPT3 methodology, the S0 → S1 and S0 → S2 EEs
are 0.05−0.08 eV lower when optimization was performed in
the ANO-L-VDZP basis set instead of the 6-31G* basis set.
The excitation energies for the S1 and S2 states raise by ca. 0.10
and 0.15 eV, respectively, when the basis set size is increased to
ANO-L-VTZP. This is in excellent agreement with changes in

Figure 6. S0 → S1 excitation energies calculated with SS-CASPT2/S-IPEA and CASPT3/S-IPEA methods in ANO-L-VDZP, ANO-L-VTZP, and
ANO-L-VQZP basis sets. MR-CISD/cc-pVDZ including Pople correction results are also displayed. Calculations were performed for the ground-
state geometries of the PSB3 model obtained with various methods in triple-ζ basis sets and with chosen methods in the 6-31G* basis set. The cc-
pVTZ and ANO-L-VTZP basis set names are abbreviated as VTZ and VTZP, respectively. CASSCF, CASPT2, and CASPT3 method names are
abbreviated as CAS, PT2, and PT3, respectively.

Figure 7. S0 → S2 excitation energies calculated with SS-CASPT2/S-IPEA and CASPT3/S-IPEA methods in ANO-L-VDZP, ANO-L-VTZP, and
ANO-L-VQZP basis sets. MR-CISD/cc-pVDZ including Pople correction results are also displayed. Calculations were performed for the ground-
state geometries of the PSB3 model obtained with various methods in triple-ζ basis sets and with chosen methods in the 6-31G* basis set. The cc-
pVTZ and ANO-L-VTZP basis set names are abbreviated as VTZ and VTZP, respectively. CASSCF, CASPT2, and CASPT3 method names are
abbreviated as CAS, PT2, and PT3, respectively.
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both energetic and geometric properties when basis set size is
increased at the CCSD(T) level of theory.
Methodology Assessment. Comparison of excitation

energies (CASPT2/ANO-L-VQZP) obtained for PSB3 models
optimized by different methods in triple-ζ basis sets reveals that
the excitation energies range from 4.02 to 4.09 eV for the S0 →
S1 transition and 5.50 to 5.70 eV for the S0 → S2 transition
(Figures 4 and 5 and Tables S1−S2, Supporting Information).
In each case, the CASSCF/ANO-L-VTZP-based geometry
provides the highest excitation energy, while CASPT2/ANO-L-
VTZP provides the lowest one.
A rather poor quality of the CASSCF/ANO-L-VTZP

geometry is manifested in EEs. Excitation energies for S1 and
S2 states, based on the CASSCF/ANO-L-VTZP geometry, are
overestimated by 0.07 and 0.17 eV, respectively, when
compared to the corresponding values calculated for the
reference geometry. The CASSCF/6-31G* geometry does a
better job decreasing the above-mentioned deviations to 0.05
and 0.12 eV, respectively. For MP3, MP4, and CCSD
geometries, which yield very good quality single bond lengths,
the excitation energies to both discussed states are over-
estimated by 0.05−0.12 eV compared to the corresponding
values calculated for the reference CCSD(T)/cc-pVTZ
geometry (Figures 4 and 5). In case of the CASPT2, MP2,
CC2, and CCSD(T) geometries, the agreement is very good
for both transitions (up to ±0.03 eV) and corresponds to an
excellent agreement in double bond lengths as has already been
discussed. Notice that even though the CC2 method falls short
to reproduce the reference single bond lengths, it does a great
job in describing electronic transitions to the two lowest excited
states. Furthermore, the best performance of CASPT3 in terms
of geometry optimization with respect to the CCSD(T)
geometry and truly balanced description of both single and
double bonds is not mirrored in any improvement of already
excellent EEs derived for CASPT2, MP2, or CC2 geometries.
4.2. Comparison of CASPT2 and CASPT3 Excitation

Energies. In this subsection, the excitation energies to the two
lowest singlet excited states obtained using the CASPT2
method are assessed by comparison with CASPT3 results
(Figures 6 and 7 and Tables S1, S2, S5, and S6, Supporting
Information). Such calculations were performed for the
reference CCSD(T) geometry along with CASPT3, CASPT2,
CASSCF, MP2, and CC2 geometries optimized in the triple-ζ
basis set. Additionally, for CASSCF, CASPT2, and CASPT3
geometries optimized in the 6-31G* basis set, such comparison
was also put forward. The multireference perturbation theory
methods recover both dynamic and static electron correlation,
but they do not belong to black box approaches. Thus, the
choice of the complete active space size and various parameters
influence the results. In this study, we focus on investigating the
basis set effect as well as the choice of the zeroth-order
Hamiltonian (IPEA shift parameter utilized) on the resulting
excitation energies (see Tables S1, S2, and S7−S9, Supporting
Information).
Basis Set Effect. It comes as no surprise that the choice of

the basis set utilized in CASPT2 and CASPT3 excitation energy
calculations does influence to some extent excitation energies
(Figures 6 and 7 and Tables S1, S2, S5, and S6, Supporting
Information). The CASPT2/ANO-L-VTZP EEs are ca. 0.05 eV
lower than the CASPT2/ANO-L-VDZP ones. Increasing the
basis set size to quadruple-ζ has an effect no greater than 0.01
eV compared to the ANO-L-VTZP results. This is consistent
with results obtained by Valsson et al.24

The basis set effect is more pronounced in CASPT3
calculations. CASPT3/ANO-L-VTZP EEs to the two lowest
excited states are within 4.13−4.22 and 5.47−5.71 eV,
respectively (for geometries obtained using the 6-31G* and
ANO-L-VTZP basis sets, see Tables S5 and S6, Supporting
Information). The corresponding CASPT3/ANO-L-VDZP
results are 4.17−4.44 and 5.52−5.93 eV, respectively. First,
the basis set effect does not generate a constant shift as it varies
between 0.01−0.24 eV for the S0 → S1 transition and 0.01−
0.29 eV for the S0 → S2 transition, depending strongly on the
geometry. Second, increasing the number of basis functions
does not always downshift the excitation energies. In fact, for
the CASSCF/ANO-L-VTZP geometry, the S0 → S1 excitation
energy is greater in ANO-L-VTZP than in the ANO-L-VDZP
basis set. Increasing the basis set from ANO-L-VTZP to ANO-
L-VQZP has a non-negligible effect on the excitation energies,
shifting them in a range of −0.02 to 0.05 eV.
In light of the presented results, we may conclude that

CASPT3-based excitation energies are more sensitive to the
basis set size than CASPT2 ones. While for the latter method a
triple-ζ quality basis set seems to be sufficient to describe the
excitation energies to the lowest-lying states, it is not the case
for the former method for which a quadruple-ζ or even more
extensive basis set is required.

IPEA Shift Effect.We have also investigated the impact of the
modification of the zeroth-order Hamiltonian (IPEA shift
parameter) on the resulting CASPT2 and CASPT3 excitation
energies since it is well known to influence dramatically
CASPT2 excitation energies. The IPEA parameter was
introduced because the CASPT2 protocol tends to over-
estimate the correlation energy of the excited state leading to
underestimated excitation energies values. The IPEA shift is a
correction to the zeroth-order Hamiltionian which changes the
orbital energies so that they become closer to the ionization
energies when excited from and closer to the electronic
affinities when excited to.48 In the present CASPT2
calculations, the S0 → S1 and S0 → S2 excitation energies
obtained with S-IPEA are on average 0.35 and 0.40 eV greater
compared to the 0-IPEA results, respectively (Tables S1−S2,
Supporting Information). This is in agreement with results
reported for PSB3 and methylated PSB3 models24,25,55 as well
as PSB5 models.23

On the contrary, the IPEA shift has a much smaller effect on
third-order energies (Table S7, Supporting Information),
supporting Werner’s finding.58 In particular, S0 → S1 excitation
energies are changed by 0.01−0.02 eV upon modifying the
Hamiltonian (Table S7, Supporting Information).81 A detailed
insight into CASPT3 results reveals that, similarly to CASPT2,
a difference in the excitation energies calculated with or without
introduction of the IPEA shift parameter is essentially constant
for all the geometries studied here (Tables S1−S4, Supporting
Information).

CASPT2 vs CASPT3 in ANO-L-VQZP Basis Set. For each GS
geometry discussed here, the CASPT3/ANO-L-VQZP EEs for
the S1 state are higher by 0.13−0.16 eV than their CASPT2/
ANO-L-VQZP counterparts (Figure 6 and Tables S1 and S5,
Supporting Information). It appears that third-order results do
have a less visible impact on the S0 → S2 EEs (Figure 7 and
Tables S2 and S6, Supporting Information). Specifically, for all
PSB3 geometries studied here, a third-order correction adds
0.02−0.04 eV relative to the CASPT2 energies. Third-order
EEs to the S2 electronic state are more strongly dependent on
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the geometry than EEs to the S1 state spanning the wider range
of energies0.27 eV vs 0.10 eV, respectively.
The magnitude of the CASPT3-CASPT2 (in ANO-L-VQZP

basis set) EEs shifts for the reference CCSD(T)/cc-pVTZ
geometry is 0.16 and 0.03 eV for the S0 → S1 and S0 → S2
transitions, respectively, and is very similar to the CASPT3/
ANO-L-VTZP geometry (0.14 and 0.04 eV) and other
geometries as well. One needs to be aware that CASPT3
results are not completely consistent due to basis set
incompletness, uncorrelated core−valence electrons, and
limited reference space. CASPT3 excitation energies converge
toward MR-CISD+Q (with Pople correction) (Figures 6 and 7;
compare data in Tables S5−S6 and Tables S10−S11,
Supporting Information). In fact, the S0 → S1 energies are
within ca. 0.18 eV and the S0 → S2 ones are within ca. 0.10 eV.
The larger deviation for the excitation to the lower-energy
excited state is in line with the finding that for states with more
diffused charge (e.g., S1 ionic state compared to the S2 covalent
one) the discrepancy between CASPT2 and MR-CISD energies
is larger. Indeed, it also holds true for CASPT3 results. We also
note that the CASPT3/ANO-L-VQZP method yields the S0 →
S1 excitation energy (4.18 eV for the CCSD(T) geometry) in
close agreement with the diffusion QMC/cc-pVQZ result
(4.22(2) eV for B3LYP geometry) by Valsson and Filippi.24 A
variational QMC/cc-pVQZ energy by the same authors is 0.16
eV higher than our CASPT3 data.

5. CONCLUSIONS
Extensive evaluation of the performance of various single-
reference and multireference ab initio methods in terms of the
ground-state geometry of the minimal model of retinal (PSB3)
and its impact on the excitation energies to the two lowest
excited states is presented here. Obtained geometries are
assessed relative to the CCSD(T)/cc-pVTZ geometry, while
calculated excitation energies with respect to CASPT3/ANO-L-
VQZP values. To the best of our knowledge, this is the very
first study to report CASPT3 ground-state geometries and
vertical excitation energies of retinal models.
To summarize, one may see that the methods benchmarked

in this paper give either single (MP3, MP4, and CCSD) or
double bond lengths (MP2, CASPT2, and CC2) in excellent
agreement with the CCSD(T)/cc-pVTZ reference structure.
What is interesting is that the excitation energies for the
geometries from the latter group of methods are in a better
agreement with the corresponding energies calculated for the
reference structure. However, CASPT3/ANO-L-VTZP is the
only method among those investigated here that provides all
bond lengths in almost perfect correspondence with the
reference structure. This is reflected in very close CASPT3/
ANO-L-VQZP excitation energies for CCSD(T) and CASPT3
geometries in the triple-ζ basis set. One should also notice a
better performance of the CC2/cc-pVTZ method than the
CCSD/cc-pVTZ method in terms of bond lengths and
energetic properties.
It comes as no surprise that CASSCF geometries deviate

significantly from the CCSD(T) reference data. Nevertheless,
this structural discrepancy does not have a significant effect on
the energetic properties of the bright state as the S0 → S1
CASPT2- and CASPT3-based excitation energies do not
deviate by more than 0.07 eV from the corresponding values
calculated for the reference structure. The structural defects of
the CASSCF geometry do manifest themselves more strongly
in the S0 → S2 excitation energies which are ca. 0.18 eV

overestimated. The larger the basis set is, the less accurate EEs
are obtained.
Third-order corrected (CASPT3) excitation energies to the

S1 and S2 electronic states are on average 0.14 and 0.03 eV,
respectively, higher than their CASPT2 counterparts. More-
over, the CASPT3 method is much less sensitive to
modifications of the effective Hamiltonian (IPEA shift) than
the CASPT2 one. In the former method, the changes in the
EEs upon introducing the IPEA shift parameter are 0.01−0.02
eV compared to 0.30−0.40 eV values in case of the latter
method. However, CASPT3 seems to be more basis set size
dependent, and one needs to use a quadruple-ζ or even more
extensive basis sets to obtain sufficiently converged results.
To conclude, we believe that the CASPT3 results discussed

here provide reliable benchmarks to assess the accuracy of
CASPT2//CASSCF- and CASPT2-based excitation energies of
minimal retinal models, which can be utilized for further
investigations of retinals both in vacuo as well as in the protein
environment.
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(37) Frutos, L. M.; Andrunioẃ, T.; Santoro, F.; Ferre,́ N.; Olivucci,
M. Proc. Natl. Acad. Sci. U. S. A. 2007, 104, 7764−7769.
(38) Ferre,́ N.; Cembran, A.; Garavelli, M.; Olivucci, M. Theor. Chem.
Acc. 2004, 112, 335−341.
(39) Tomasello, G.; Olaso-Gonzaĺez, G.; Altoe,̀ P.; Stenta, M.;
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Serrano-Andreś, L.; Urban, M.; Veryazov, V.; Lindh, R. J. Comput.
Chem. 2010, 31, 224−247.

Journal of Chemical Theory and Computation Article

DOI: 10.1021/acs.jctc.6b00108
J. Chem. Theory Comput. 2016, 12, 2346−2356

2355

http://dx.doi.org/10.1021/acs.jctc.6b00108


(65) Werner, H.-J.; Knowles, P. J.; Knizia, G.; Manby, F. R.; Schütz,
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