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We propose an approach to quasiparticle GW calculations which does not require the computation of
unoccupied electronic states. In our approach the screened Coulomb interaction is evaluated by solving self-
consistent linear-response Sternheimer equations and the noninteracting Green’s function is evaluated by
solving inhomogeneous linear systems. The frequency dependence of the screened Coulomb interaction is
explicitly taken into account. In order to avoid the singularities of the screened Coulomb interaction the
calculations are performed along the imaginary axis, and the results are analytically continued to the real axis
through Padé approximants. As a proof of concept we implemented the proposed methodology within the
empirical pseudopotential formalism and we validated our implementation using silicon as a test case. We
examine the advantages and limitations of our method and describe promising future directions.
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I. INTRODUCTION

During the past two and a half decades the GW method1,2

for the study of electron quasiparticle excitations has had a
number of successes and witnessed significant growth of in-
terest within the computational electronic-structure commu-
nity. The GW method is currently being used for predicting
electron quasiparticle excitation spectra as well as optical
spectra in a variety of materials ranging from bulk solids to
nanostructures and organic systems. The GW method is also
of widespread use as a starting point for Bethe-Salpeter cal-
culations of two-particle neutral excitations.3–8 Current
implementations find many diverse applications, including
among others the calculation of the optical response of
nanostructures,9 quantum transport in nanoscale junctions,10

pump-probe spectroscopy,11 angle-resolved photoemission
spectroscopy,12 and strongly correlated systems.13

Current trends in the development of improved computa-
tional approaches for quasiparticle excitations based on the
GW method include the refinement of the initial guess for the
noninteracting Green’s function and for the polarization
operator,14,15 the inclusion of approximate vertex corrections
or higher-order self-energy diagrams,16 and the description of
the frequency-dependent dielectric response beyond the
original generalized plasmon-pole approximation.17,18 De-
tailed reviews of past and current developments in GW tech-
niques can be found in Refs. 8, 14, and 19–21.

The majority of current GW implementations obtain the
screened Coulomb interaction W and the noninteracting
Green’s function G using a perturbative expansion over the
Kohn-Sham eigenstates �cf. Sec. II A below�. Such expan-
sion requires the calculation of both occupied and unoccu-
pied electronic states, as well as their associated optical ma-
trix elements.2 A common bottleneck of this approach is that
the convergence of the quasiparticle excitation energies with
the number of unoccupied states is rather slow.22 This diffi-
culty is particularly relevant when calculating the absolute
values of the quasiparticle excitation energies.23 Several av-
enues have been explored so far in order to circumvent this

bottleneck and to perform GW calculations by employing
only occupied electronic states,24–27 or a small number of
unoccupied states.23

The main aim of the present work is to demonstrate the
feasibility of GW calculations entirely based on occupied
states only.28 In practice we adopt the principles of density-
functional perturbation theory �DFPT� to determine �i� the
frequency-dependent screened Coulomb interaction by di-
rectly solving self-consistent linear-response Sternheimer
equations and �ii� the noninteracting Green’s function by
solving inhomogeneous linear systems. The main advantage
of the proposed method is that it does not require the com-
putation of unoccupied electronic states. In addition, we
demonstrate the possibility of fast evaluations of the fre-
quency dependence of the screened Coulomb interaction
based on multishift linear-system solvers.29 As a proof of
concept we have implemented our method within a plane-
waves empirical pseudopotential scheme30 and validated it
by comparing with previous work for the prototypical test
case of silicon.

The use of the Sternheimer equation for calculating the
polarizability in the random-phase approximation �RPA� or
the inverse dielectric matrix has already been discussed in
Refs. 31 and 32, respectively, within the framework of a
nonperturbative supercell approach. After the introduction of
DFPT in the context of lattice-dynamical calculations,33 the
authors of Ref. 24 proposed the use of the non-self-
consistent Sternheimer method for the calculation of the di-
electric matrix. The elimination of unoccupied electronic
states in the evaluation of the screened Coulomb interaction
has also been proposed recently within the framework of a
Wannier-type representation of the polarization propagator
and the Lanczos recursion method.25,26

This paper is organized as follows. In Sec. II we describe
how the self-consistent Sternheimer formalism can be
adapted to perform GW calculations. In particular, we outline
the procedure to obtain the screened Coulomb interaction in
Sec. II A, the noninteracting Green’s function in Sec. II B,
and the GW self-energy in Sec. II C. In Sec. III we specialize
to a plane-wave basis set representation and derive the key
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equations for the case of Bloch electrons. Sections
III A–III C parallel the corresponding sections in the general
theory part, respectively. In Sec. IV we critically analyze the
advantages and limitations of the present approach with an
emphasis on the scaling of the calculations with system size.
In Sec. V we report the results of our test calculations for
silicon and compare with previous calculations in the litera-
ture. Specifically, we presents results for the direct and in-
verse dielectric matrix �Sec. V A�, for the analytic continua-
tion of the dielectric matrix using Padé approximants �Sec.
V B�, for the self-energy �Sec. V C�, and for the spectral
function �Sec. V D�. In Sec. VI we discuss possible future
developments of our method and discuss our conclusions.
The appendices provide technical details on some numerical
algorithms adopted in this work, in particular, the precondi-
tioned complex biconjugate gradient method �Appendix A�,
the analysis of the conditioning of the Sternheimer equations
�Appendix B�, the analytic continuation using Padé approxi-
mants �Appendix C�, and the use of multishift methods for
the simultaneous calculation of the polarization at multiple
frequencies �Appendix D�.

II. GENERAL THEORY

A. Screened Coulomb interaction

In this section we describe how to exploit the Sternheimer
scheme within density-functional perturbation theory in or-
der to calculate the screened Coulomb interaction W�r ,r� ;��
�where r, r� are the space variables and � is the excitation
frequency�. While the use of the Sternheimer approach in
DFPT was originally developed bearing in mind the Kohn-
Sham effective Hamiltonian, we note that the present proce-
dure applies without restrictions also to post-DFT methods
such as the local-density approximation �LDA� plus U
method,34 hybrid functionals,35 and exact exchange.36 We as-
sume Rydberg atomic units throughout this paper. The He-
din’s equation which defines the screened Coulomb interac-
tion reads,20

W�r,r�;�� = v�r,r�� +� dr�W�r,r�;��

�� dr�P�r�,r�;��v�r�,r�� , �1�

where v�r ,r��=e2 / �r−r�� denotes the bare Coulomb interac-
tion and P�r ,r� ;�� the irreducible polarization propagator.
As Eq. �1� is a self-consistent Dyson equation for the
screened Coulomb interaction, it should be possible to solve
it recursively in the spirit of density-functional perturbation
theory. For simplicity, we here specialize to the case of the
RPA for the polarization propagator. The generalization of
this procedure to include exchange and correlation effects
can be performed without difficulties �cf. Sec. II A 1�. Within
the random-phase approximation the polarization propagator
can be written as,20

P�r,r�;�� = 2�
nm

fn − fm

�n − �m − �
�n�r��m

� �r��n
��r���m�r�� ,

�2�

where �n�r� indicates an electronic eigenstate of the single-
particle Hamiltonian with energy eigenvalue �n and occupa-
tion number fn. In the following we assume that the �n�r� are
Kohn-Sham eigenstates for definiteness. In Eq. �2� the sum-
mation indices m and n run over both occupied and unoccu-
pied electronic states, and the factor of 2 accounts for the
spin degeneracy.20 Although the expression for the RPA po-
larization Eq. �2� has been derived for real frequencies in
Ref. 20, it is possible to continue the polarization throughout
the complex plane by using Eq. �2� as a definition outside of
the real axis.

Our goal is to rewrite Eqs. �1� and �2� by avoiding explicit
summations over the unoccupied electronic states. For this
purpose it is convenient to regard the screened Coulomb in-
teraction W�r ,r� ;�� as a function of the second space vari-
able r� while the first space variable r and the frequency �
are kept as parameters: �V�r,���r��=W�r ,r� ;��. If the sys-
tem under consideration is subject to the perturbation
�V�r,���r��, then within the RPA the first-order variation in
the single-particle density matrix �n�r,�� reads

�n�r,�� = 2�
v�

�v
���v�r,��

� . �3�

In Eq. �3� the index v stands for “valence” and runs over the
occupied electronic states only, the factor of 2 is for the spin
degeneracy, and the superscript �=� refer to the positive
and negative frequency components of the induced charge.
The first-order variations in the occupied wave functions
��v�r,��

� can be determined by solving the following two
Sternheimer equations:

�Ĥ − �v � ����v�r,��
� = − �1 − P̂occ��V�r,���v, �4�

where Ĥ is the effective single-particle Hamiltonian and

P̂occ=�v��v�	�v� is the projector on the occupied states mani-
fold. In the particular case of vanishing frequency ��=0� the
�=� variations in the wave functions do coincide, and the
standard DFPT equations are recovered. The screening Har-
tree potential associated with the induced charge �n�r,�� is
calculated as usual through

�V�r,��
H �r�� =� dr��n�r,���r��v�r�,r�� , �5�

and finally the screened Coulomb interaction in the RPA is
obtained as

W�r,r�;�� = �V�r,���r�� = v�r,r�� + �V�r,��
H �r�� . �6�

It is tedious but otherwise straightforward to verify that Eqs.
�3�–�6� are equivalent to the original Eqs. �1� and �2�. The
only assumptions made in our derivation are that time-
reversal symmetry applies, and that the system under consid-
eration has a finite-energy gap for electronic excitations. The
assumption of time-reversal symmetry is not essential and is
mainly used to obtain a compact expression for the �=�
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wave-function perturbations. The assumption of finite-energy
gap can be relaxed by using the extension of DFPT to me-
tallic systems developed in Ref. 37.

There is a simple and intuitive physical meaning associ-
ated with the calculation scheme outlined above. To see this
we consider an external test charge introduced in the system
at the point r. This charge generates a bare Coulomb poten-
tial v�r ,r��, and the system responds to such perturbation by
generating the induced charge �n�r,���r�� and the associated
screening potential �V�r,��

H �r��. The sum of the external per-
turbation v�r ,r�� and the screening potential �V�r,��

H �r��
yields the screened Coulomb interaction W�r ,r� ;�� at the
point r� within the RPA.

The linear systems in Eq. �4� must be solved self-
consistently. For this purpose we begin by initializing the
screened Coulomb interaction W using the bare interaction v.
We then calculate the linear variations in the wave functions
��v

�. Using the calculated linear variations we update the
induced charge density �n and the associated screening po-
tential �VH. This allow us to generate an improved estimate
of the screened Coulomb interaction W. We cycle through
these steps until convergence of the screened Coulomb inter-
action is achieved. Equations �3� and �4� can be regarded as
the generalization of the self-consistent Sternheimer equa-
tions used for lattice-dynamical calculations28 to finite-
frequency test-charge perturbations.

In practical calculations we solve Eq. �4� along the imagi-
nary frequency axis in order to avoid the null eigenvalues of

the operator Ĥ−�v��, and then we perform the analytic
continuation of the screened Coulomb interaction to real fre-
quencies �cf. Appendices A and C�. In the special case of
�=0 it is convenient to modify the linear operator on the
left-hand side of Eq. �4� by adding the projector on the oc-

cupied states manifold P̂occ,

�Ĥ − �v + 	P̂occ���v�r,0� = − �1 − P̂occ��V�r,0��v, �7�

with 	 set to twice the occupied bandwidth. This extra term
does not affect the solutions ��v�r,0� which are linear com-
binations of unoccupied electronic states. At the same time,
the extra term has the effect of shifting away from zero the

null eigenvalues of the linear operator Ĥ−�v thereby making
it nonsingular. This strategy is common practice in DFPT
implementations,28,38 and is discussed in greater detail in Ap-
pendix B.

1. Vertex correction

Within the scheme outlined here it is rather straightfor-
ward to introduce an approximate vertex correction to the
GW self-energy along the lines of Refs. 2 and 39. This cor-
rection results from setting the self-energy in the first itera-
tion of Hedin’s equations to the DFT exchange-correlation
�XC� potential, 
0�r ,r� ;��=��r ,r��Vxc�r�. Within the
present scheme this correction is simply obtained by includ-
ing the variation in the exchange-correlation potential in the
self-consistent potential used in Eq. �4�,

�Ĥ − �v � ����v�r,��
� = − �1 − P̂occ���V�r,�� + Kxc�n�r,����v,

�8�

Kxc=�Vxc /�n being the functional derivative of the XC po-
tential with respect to the density. The screened Coulomb
interaction is still to be calculated through Eq. �6�. This ap-
proach has been called “GW+Kxc” approximation in Ref. 39
due to the inclusion of the XC contribution in the screening
of the test charge. That the inclusion of the XC term in the
self-consistent induced potential leads to the GW+Kxc ap-
proximation can easily be seen as follows. We combine Eqs.
�3� and �8� to yield the induced charge density �we use sym-
bolic operator notation for clarity�,

�n = v�1 − P�v + Kxc��−1P . �9�

Then, we substitute this result in the definition of the
screened Coulomb interaction Eqs. �5� and �6� to find

W = v
1 + v�1 − P�v + Kxc��−1P� . �10�

The last equation yields precisely the screened Coulomb in-
teraction in the GW+Kxc approximation.2,39 The difference
between this approach and the standard GW approximation
is that in this case the screening charge is calculated for an
electron while in the GW-RPA approximation the screening
is calculated for a test charge. It is worth pointing out that in
standard implementations of DFPT the XC term is already
included in the variation in the self-consistent potential,28

therefore the use of the GW+Kxc approximation would not
require any additional computational developments if the
present approach was to be implemented on top of existing
DFT software.

2. Non-self-consistent calculation of the dielectric matrix

An alternative approach to the calculation of the screened
Coulomb interaction using the self-consistent Sternheimer
equation consists in solving Eq. �4� non-self-consistently. For
this purpose we can replace the self-consistent perturbation
�V�r,���r�� in the right-hand side �rhs� of Eq. �4� by the bare
Coulomb potential v�r��r��=v�r ,r�� as follows:

�Ĥ − �v � ����v�r,��
NS,� = − �1 − P̂occ�v�r��v, �11�

and we can solve this Sternheimer equation with the known
term on the right-hand side kept fixed. By constructing the
non-self-consistent induced charge density �n�r,��

NS as in Eq.
�3� we then obtain the dielectric matrix ��r ,r� ;��,

��r,r�;�� = ��r,r�� − �n�r,��
NS �r�� . �12�

It is straightforward to check that this procedure correctly
leads to the RPA dielectric matrix.40 The difference between
this approach and the self-consistent calculation described in
Sec. II A is that here we also need to invert the dielectric
matrix obtained through Eq. �12� in order to calculate the
screened Coulomb interaction.

This non-self-consistent procedure was first proposed in
Ref. 24. One additional step that we make in the present
work is to notice that Eq. �11� constitutes a shifted linear

system, i.e., a system where the linear operator Ĥ−�v��
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differs from the “seed” operator Ĥ−�v only by a constant
shift ��I �I being the identity operator�. In this case we can
take advantage of the multishift linear system solver of Ref.
29 to determine ��v�r,��

NS,� for every frequency � at the com-
putational cost of one single calculation for the seed system

�Ĥ−�v���v�r,0�
NS =−�1− P̂occ�v�r��v. This procedure is ex-

tremely advantageous as it makes it possible to calculate the
entire frequency dependence by performing one single itera-
tive minimization. The technical implementation of this pro-
cedure is described in Appendix D.

B. Green’s function

The calculation of the Green’s function can efficiently be
performed by adopting a strategy similar to the Sternheimer
approach described in Sec. II A. We introduce the noninter-
acting Green’s function following Ref. 20,

G�r,r�;�� = �
n

�n�r��n
��r��

� − �n − i
n
, �13�

where the sum extends over occupied as well as unoccupied
electronic states. The real infinitesimal 
n is positive �
n
=
� for occupied states and negative �
n=−
� for unoccu-
pied states.2,20,41 We now split the sum in Eq. �13� into oc-
cupied �v� and unoccupied �c� states,

G�r,r�;�� = �
v

�v�r��v
��r��

� − �v − i

+ �

c

�c�r��c
��r��

� − �c + i

, �14�

and we add and subtract �v�v�v
� / ��−�v+ i
� to obtain,

G�r,r�;�� = GA�r,r�;�� + GN�r,r�;�� , �15�

with

GA�r,r�;�� = �
n

�n
��r��n�r��
� − �n

− , �16�

GN�r,r�;�� = 2�i�
v

��� − �v��v
��r��v�r�� . �17�

In the above derivation we assumed again time-reversal sym-
metry, we used the Lorentzian representation of the Dirac’s
delta function for small 
 ����x�=
 / �x2+
2��, and we de-
fined �n

−=�n− i
. The component GA of the Green’s function
is obviously analytic in the upper half of the complex energy
plane as its poles lie below the real axis. The nonanalytic
component GN vanishes whenever the frequency � is above
the chemical potential. For frequencies � below the chemical
potential, the nonanalytic component introduces the poles as-
sociated with the occupied electronic states. The partitioning
of Eqs. �16� and �17� closely reflects the analytic structure of
the noninteracting Green’s function. A detailed discussion of
this aspect can be found in Ref. 20. The two components of
the Green’s function in Eq. �16� are associated with the Cou-
lomb hole and the screened exchange terms of the self-
energy, 
COH=GAW and 
SEX=GNW, respectively.2

The computation of the nonanalytic component GN of the
Green’s function in Eq. �17� is straightforward once the oc-

cupied electronic eigenstates have been determined. In order
to calculate the analytic component GA it is convenient to
proceed as in the case of the screened Coulomb interaction,
by regarding GA�r ,r� ;�� as a parametric function of the first
space variable and of the frequency: G�r,��

A �r��
=GA�r ,r� ;��. If we apply the operator Ĥ−�+ to both sides
of Eq. �16�, with �+=�+ i
, and we use the completeness
relation ��r��r��=��r ,r��=�n�n�r��n

��r��, then we find im-
mediately,

�Ĥ − �+�G�r,��
A = − ��r�. �18�

As expected, we can determine the analytic part of the
Green’s function by directly solving a linear system. As Eq.
�18� does not explicitly require unoccupied electronic states,
this procedure mimics the Sternheimer approach for the
screened Coulomb interaction outlined in Sec. II A, albeit
without the self-consistency requirement.

The procedure described here is especially advantageous
because Eq. �18� constitutes a shifted linear system in the
same way as Eq. �11�. Also in this case we exploit the mul-
tishift method of Ref. 29 to determine G�r,��

A for every fre-
quency � at the computational cost of one single calculation

for the seed system ĤG�r,0�
A =−��r� �cf. Appendix D�.

The presence of the infinitesimal i
 in �+=�+ i
 guaran-

tees that the linear operator Ĥ−�+ in Eq. �41� is never sin-
gular. This operator can nonetheless become ill conditioned,
hence the use of appropriate preconditioners may become
necessary. We discuss this aspect in Appendix B.

C. Self-energy

The electron self-energy in the GW approximation is,2


�r,r�;�� =
i

2�
�

−�

+�

d��G�r,r�,� + ���W�r,r�,���e−i���,

�19�

where � is a positive infinitesimal. At large frequencies the
Green’s function decays as �−1 and the screened Coulomb
interaction tends to the frequency-independent bare Coulomb
interaction v. As a consequence, the integrand in Eq. �19�
decays as �−1 and the integration requires some care.

It is convenient to split the self-energy into an exchange
contribution 
ex=Gv and a Coulomb term 
c=G�W−v�.18 It
is easy to check that the integrand in the Coulomb term
decays as �−2 at large frequencies, therefore the integral is
well behaved and the integration can be performed by using
a numerical cutoff ������C in Eq. �19�. A detailed analysis
of the analytic properties of the Coulomb term 
c��� shows
that it must decay as �−1 at large frequencies, and that the
use of the cutoff �C in the integration introduces an error on
the order of �p /�C, where �p denotes the characteristic plas-
mon frequency of the system.

In order to integrate the exchange term we observe that

ex=GAv+GNv and that the poles of GA lie in the lower half
of the complex plane, hence the integration of the term GAv
yields a vanishing contribution. On the other hand, the inte-
gration of GNv yields a constant �frequency-independent�
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term.42 In summary, we perform the frequency integration in
Eq. �19� by evaluating numerically the Coulomb term using
an energy cutoff, and by integrating analytically the ex-
change term,


�r,r�;�� = 
c�r,r�;�� + 
ex�r,r�� , �20�

with


c�r,r�;�� =
i

2�
�

−�C

�C

d��G�r,r�;� + ����W�r,r�,���

− v�r,r��� �21�

and


ex�r,r�� = − �
v

�v
��r��v�r��v�r,r�� . �22�

III. IMPLEMENTATION IN A BASIS OF PLANE
WAVES

We here describe our plane-waves implementation of the
scheme developed in Sec. II. The choice of a plane-waves
representation was motivated by the need for making contact
with existing literature on dielectric matrices,40,43–45 and by
the availability of DFPT software for lattice-dynamical
calculations38 which was used as a reference for our imple-
mentation.

We adopt the following conventions for the transforma-
tion from real to reciprocal space. The wave functions trans-
form as usual according to

�nk�r�� =
1

��
�
G�

ei�k+G��·r�unk�G�� �23�

with � the volume of the unit cell and k the Bloch wave
vector. The bare Coulomb interaction transforms according
to

v�r,r�� =
1

Nq�
�
qG

v�q + G�ei�q+G�·�r�−r�, �24�

where q is also a Bloch wave vector and Nq is the number of
such wave vectors in our discretized Brillouin zone. In Eq.
�24� we have v�q+G�=4�e2 / �q+G�2. The latter expression
for v�q+G� is arrived at by replacing the integration

dr exp�iq ·r� / �r� over the crystal volume by an integration
over all space. This choice corresponds to assuming that we
can rely on a very fine sampling of the Brillouin zone. Had
we performed the integration on a sphere with a radius Rc
defined by the crystal volume �4 /3�Rc

3=Nq��, then we
would have obtained

vt�q + G� =
4�e2

�q + G�2
�1 − cos�q + G�Rc� , �25�

which corresponds to the truncated Coulomb potential intro-
duced in Ref. 46. We will come back to this aspect in Sec.
III A. The screened Coulomb interaction and the noninteract-
ing Green’s function transform according to

W�r,r�;�� =
1

Nq�
�

qGG�

e−i�q+G�·rWGG��q;��ei�q+G��·r�

�26�

and

G�r,r�;�� =
1

Nk�
�

kGG�

e−i�k+G�·rGGG��k;��ei�k+G��·r�,

�27�

with similar expressions for GA and GN. We note that the
sign convention adopted here in the Fourier transforms �e.g.,
exp�+iq ·r�� in the rhs of Eq. �26�� is necessary to obtain the
compact expression �35� below for the induced charge and is
opposite to the convention adopted in Ref. 2. Before pro-
ceeding it is also convenient to introduce the “right-sided”
inverse dielectric matrix through

W�r,r�;�� =� dr�v�r,r���−1�r�,r�;�� . �28�

By adopting the same convention for the inverse dielectric
matrix as for the screened Coulomb interaction the above
equation can be rewritten as,

WGG��q;�� = v�q + G��GG�
−1 �q;�� . �29�

We note that our Eq. �29� is slightly different from the stan-
dard expression �e.g., Eq. �22� of Ref. 2�, due to our choice
of using the right-sided inverse dielectric matrix.

A. Screened Coulomb interaction

In order to rewrite Eqs. �3�–�6� in the Bloch representa-
tion and in reciprocal space we proceed as follows. We first
write the linear systems Eq. �4� by relabeling the wave func-
tions �v as Bloch states �vk,

�Ĥ − �vk � ����vk�r,��
� = − �1 − P̂occ��V�r,���vk. �30�

The linear variations in the wave functions can be expanded
in terms of Bloch waves as follows:

��vk�r,��
� =

1

Nq�
�
qG

�uvk�q,G,��
� ei�k+q�·r�e−i�q+G�·r, �31�

where �uvk�q,G,��
� is cell periodic in r�. From the linear varia-

tions in the wave functions we construct the induced charge
density using Eq. �3�,

�n�r,�� =
2

Nk
�
vk�

�vk
� ��vk�r,��

� . �32�

Here the factor Nk takes into account the normalization of
the Bloch states in the unit cell �the wave functions �v in Eq.
�4� are normalized in the whole crystal�. Next we expand the
screened Coulomb interaction in terms of Bloch waves,

�V�r,���r�� =
1

Nq�
�
qG

�v�q,G,���r��e−i�q+G�·reiq·r�, �33�

where �v�q,G,�� is cell periodic in r�. If we now place Eqs.
�31� and �33� into Eq. �30� we discover that the component
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�v�q,G,�� of the perturbing potential corresponding to the
Bloch wave exp�−iq ·r� couples only to the variations in the
wave functions corresponding to the Bloch wave exp�i�k
+q� ·r��. As a result the linear system Eq. �4� becomes

�Ĥk+q − �vk � ���uvk�q,G,��
� = − �1 − P̂occ

k+q��v�q,G,��uvk,

�34�

where Ĥk=e−ik·rĤeik·r and P̂occ
k =�v�uvk�	uvk�. The induced

charge density associated with the Bloch wave exp�−iq ·r�
now reads

�n�q,G,�� =
2

Nk
�
vk�

uvk
� �uvk�q,G,��

� . �35�

This result is very similar to the case of standard DFPT.28

The main difference is that in the present case the transla-
tional invariance of the screened Coulomb interaction in-
duces a coupling between the perturbation with Bloch wave
exp�−iq ·r� in the variable r and its induced response with
Bloch wave exp�+iq ·r�� in the variable r�. To conclude our
derivation, we rewrite the screened Coulomb interaction Eq.
�6� after expanding the cell-periodic function �n�q,G,���r�� in
plane waves,

WGG��q;�� = ��GG� + �n�q,G,���G���v�q + G�� . �36�

In practical calculations we proceed as follows: we first ini-
tialize the perturbation in the linear systems using
�v�q,G,��

bare �r��=v�q+G�exp�iG ·r��. The solution of the linear
systems yields the change in the wave functions, which are
then used to construct the induced charge, the induced Har-
tree potential, and the updated screened Coulomb interaction.
We repeat this procedure by starting with the updated
screened Coulomb interaction until convergence is achieved.
At convergence the self-consistent perturbing potential yields
the screened Coulomb interaction WGG��q ;��. The calcula-
tion must be repeated for every perturbation, i.e., for each set
of parameters �q ,G ,��. At the end of this procedure it is
straightforward to obtain the inverse dielectric matrix
�GG�

−1 �q ;�� using Eqs. �29� and �36�. Alternatively, it is also
possible to scale the initial perturbation and use �v�q,G,��

bare

=exp�iG ·r�� to obtain the inverse dielectric matrix at the end
of the self-consistent procedure �indeed Eq. �34� is a linear
system�.

The scheme developed here allows us to calculate one
row �in G�� of the inverse dielectric matrix �GG�

−1 �q ;��
by determining the linear response to the perturbation
exp�−i�q+G� ·r�. This idea has been discussed already in
Ref. 32 in the framework of nonperturbative methods based
on supercell calculations.

Singularities in the inverse dielectric matrix and the screened
Coulomb interaction

In order to avoid the singular behavior of the wings of the
inverse dielectric matrix in the long-wavelength limit ��q�
→0� it is convenient to work with the symmetrized inverse
dielectric matrix defined as follows:44

�̃GG�
−1 �q;�� = �GG�

−1 �q;��
�q + G��
�q + G�

. �37�

Unlike its unsymmetrized counterpart �GG�
−1 �q ;��, the wings

of �̃GG�
−1 �q ;�� have finite limits at long wavelengths. The

screened Coulomb interaction of Eq. �29� is now rewritten in
symmetrized form as

WGG��q;�� =
4�e2

�q + G��q + G��
�̃GG�

−1 �q;�� . �38�

While the symmetrized inverse dielectric matrix has finite
limits at long wavelengths, the screened Coulomb interaction
still presents a divergence corresponding to the long-range
tail of the Coulomb potential in real space. This divergence
requires special handling when performing the Brillouin-
zone integration to calculate the GW self-energy.2 We here
overcome this difficulty following the prescription of Ref.
46. For this purpose we replace the bare Coulomb potential
v�r ,r�� by the truncated potential vt�r ,r��=v�r ,r���1
−���r−r��−Rc��, ��x� being the Heaviside step function.
The truncation radius is defined as in Sec. III A. Using this
truncated Coulomb potential, the final expression for the
screened Coulomb interaction in reciprocal space becomes

WGG�
t �q;�� = 4�e21 − cos Rc�q + G�

�q + G��q + G��
�̃GG�

−1 �q;�� . �39�

In the long-wavelength limit q→0 the head of the truncated
screened Coulomb interaction �G=G�=0� tends to the finite
limit 2�e2Rc

2�̃00
−1�q→0;�� and the singular behavior is re-

moved. Optimized truncation strategies have been developed
for nonisotropic materials and systems with reduced
dimensionality.22

B. Green’s function

We now specialize Eqs. �13�–�18� to the case of a plane-
waves basis and the Bloch representation. We start by rewrit-
ing Eq. �13� after relabeling the electronic states �n as Bloch
states �nk and taking into account the normalization, as al-
ready done in Sec. III A. Next we expand the Green’s func-
tion in terms of the Bloch waves exp�−i�k+G� ·r� and
exp�ik ·r��,

G�r,��
A �r�� =

1

Nk�
�
kG

g�k,G,��
A �r��e−i�k+G�·reik·r�, �40�

with g�k,G,��
A �r�� cell periodic in r�. An analogous expansion

holds for the nonanalytic component GN. Equations �16� and
�17� are now rewritten as

�Ĥk − �+�g�k,G,��
A �G�� = − �GG�, �41�

g�k,G,��
N �G�� = 2�i�

v
��� − �vk�uvk

� �G�uvk�G�� . �42�

In deriving Eqs. �41� and �42� we made use once again of
time-reversal symmetry, yielding uvk

� �G�=uv,−k�−G�. Simi-
larly to the case of the screened Coulomb interaction, by
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solving the linear system in Eq. �41� for a set of parameters
�k ,G ,�� we obtain an entire row G� of the analytic compo-
nent of the Green’s function g�k,G,��

A �G��.

C. Self-energy

The GW self-energy in Eq. �19� is calculated in real space
after performing the Fourier transforms of WGG��q ;�� and
GGG��k ;��. The result is then transformed back in reciprocal
space to obtain 
GG��k ;��. The evaluation of the matrix
elements of the self-energy in the basis of Kohn-Sham eigen-
states is performed in reciprocal space. Since the plane-
waves cutoff required to describe the inverse dielectric ma-
trix and the self-energy is typically much smaller than the
cutoff used in density-functional calculations,2 the procedure
described here does not require an excessive computational
effort and accounts for only a fraction of the total computa-
tion time.

IV. SCALING PROPERTIES

In this section we analyze the computational complexity
of the algorithms proposed in Sec. III by focusing on our
plane-waves implementation. Without loss of generality we
consider a �-point sampling of the Brillouin zone and we
leave aside the frequency dependence. We assume that the
Kohn-Sham electronic wave functions are expanded in a ba-
sis of plane waves with a kinetic-energy cutoff Ecut

wf , corre-
sponding to NG

wf plane waves. In the simplest case of norm-
conserving pseudopotential approaches the electronic charge
density is described using a basis set with a cutoff Ecut

den

=4Ecut
wf , and the corresponding numbers of basis functions

and real-space grid points are NG
den and Nr

den, respectively.
The screened Coulomb interaction and the Green’s function
are described by a smaller cutoff Ecut

s and NG
s plane waves.

The self-energy is expanded in a plane-waves basis with cut-
off Ecut

SE =4Ecut
s , and we denote by Nr

SE the number of real-
space grid points associated with this basis.

A. Screened Coulomb interaction

Equation �34� needs to be solved for each one of the NG
s

plane-wave perturbations and the Nv occupied electronic
states. For the solution of Eq. �34� we adopt the complex
biorthogonal conjugate gradient �cBiCG� method of Ref. 47,
as described in Appendix A. Each solution of Eq. �34� re-
quires two cBiCG minimizations �for ���, and each cBiCG
minimization consists of two CG sequences. The most time-
consuming operation in each CG step is the application of
the Hamiltonian to the previous search direction, and, in par-
ticular, the Fourier transform of the wave functions to real
space and back for evaluating the product with the local po-
tential. Fast Fourier-transform �FFT� algorithms allow us to
perform these calculation in NFFT

den =4Nr
den log Nr

den floating
point operations.48 If in average the CG minimization re-
quires NCG steps and the self-consistency loop requires NSCF
iterations, then the total cost of the entire calculation corre-
sponds to a number of floating point operations

Nflops
SGW = 8NCGNSCFNG

s NvNFFT
den , �43�

where SGW stands for “Sternheimer GW.” As NG
s , Nv, and

Nr
den scale linearly with the size of the system as measured by

the number of atoms Nat, the overall scaling of this procedure
is Nat

3 log Nat.
For comparison it is useful to consider the scaling of stan-

dard GW calculations based on the expansion over unoccu-
pied states �hereafter referred to as the “HL” method�.2 The
calculation of the irreducible RPA polarization requires the
evaluation of the optical matrix elements between each of the
Nv occupied states and each of the Nc unoccupied states.
These matrix elements are typically computed by using Fou-
rier transforms of �c

��r��v�r�, therefore this procedure re-
quires essentially NvNc Fourier transforms from real to recip-
rocal space. Each Fourier transform is performed on the real-
space grid for the density with Nr

den grid points, therefore the
total cost of the standard method corresponds to a number of
floating point operations

Nflops
HL = NcNvNFFT

den . �44�

Even in this case therefore the overall scaling is Nat
3 log Nat.

Since the method of Ref. 2 calculates the dielectric matrix
and then performs a matrix inversion, in order to compare
the prefactors in Eqs. �43� and �44� we consider the non-self-
consistent calculation of the dielectric matrix as described in
Sec. II A 2 �NSCF=1 in Eq. �43��, and we restrict ourselves to
the calculation of the static dielectric matrix. In this case
only one calculation of Eq. �4� is required instead of two for
��, and the two CG sequences of the cBiCG algorithm do
coincide. As a result, a factor 4 drops out of the prefactor in
Eq. �43�. If we assume for definiteness a perfectly well-
conditioned linear system �condition number �=1�, and ex-
press the number of CG iterations required to achieve con-
vergence through Eq. �B1�, then the ratio between the
complexity of the SGW approach in a plane-waves imple-
mentation and the standard approach becomes

Nflops
SGW/Nflops

HL = NG
s /Nc log�2/�� , �45�

where � is the relative accuracy of the results. As an ex-
ample, for a relative accuracy of �=10−5 we find this ratio to
be �12NG

s /Nc. In the case of silicon, using a typical cutoff
Ecut

s =10 Ry we obtain NG
s =137, therefore the SGW ap-

proach becomes convenient when more than �1650 unoccu-
pied states are used in the standard approach. This is rarely
the case as most calculations reported to date use only a few
hundreds of unoccupied electronic states. Of course the ac-
curacy of the standard sum-over-states expression is difficult
to quantify, and probably a convergence on five significant
digits is not warranted by a few hundreds of electronic states.

Our estimate suggests that the plane-waves implementa-
tion of our method can be as expensive as the standard ap-
proach. It should be noted, however, that our scheme has the
advantage of providing the whole self-energy 
�r ,r� ;��,
while the standard approach typically provides the matrix
elements of the self-energy on a small subset of states on the
order of Nv. Therefore if we were to perform a comparison
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based on the same amount of output information, we should
use NcNG

s in Eq. �44� instead of NcNv. In this case Eq. �45�
would change into

Nflops
SGW/Nflops

HL = Nv/Nc log�2/�� , �46�

and for �=10−5 we would have Nflops
SGW /Nflops

HL �12Nv /Nc. This
clearly shows that, if the entire self-energy was needed �as
opposed to a few matrix elements�, then our proposed SGW
approach would be more convenient that the standard sum-
over-states approach.

The above analysis shows that the main bottlenecks of our
method are �i� the Fourier transform for the application of
the Hamiltonian and �ii� the large basis sets adopted. In order
to make the approach proposed here more efficient we could
either move to real-space methods where the application of
the Hamiltonian scales linearly with system size49 or reduce
the size of the basis set by using local orbitals.50 Fast evalu-

ations of the operation Ĥ� in order-N operations should
make it feasible GW calculations with Nat

3 scaling and with a
very favorable prefactor. We will come back to this aspect in
Sec. VI.

B. Green’s function

The complexity of the procedure for calculating the
Green’s function proposed in Sec. II B can be analyzed along
the same lines of Sec. IV A. The main differences in this
case are that �i� the linear system Eq. �18� does not depend
on the occupied states, �ii� the calculation is non-self-
consistent, and �iii� the calculation is performed for one
single frequency �+, while the entire frequency dependence
is generated through the multishift method. As a result, a
factor 2NSCFNv drops out of Eq. �43� and the computational
cost of the Green’s function calculation reads

Nflops
GF = 4NCGNG

s NFFT
den . �47�

The complexity of this calculation is significantly smaller
than the complexity of the algorithm for the screened Cou-
lomb interaction. In particular, the calculation of the Green’s
function scales as Nat

2 log Nat. This procedure for calculating
the Green’s function is advantageous with respect to an ex-
pansion over empty states, as the orthogonalization of the
unoccupied states would require a number of floating point
operations scaling as �Nat

3 .

C. Scaling of the self-energy calculation

The self-energy is computed in real space after obtaining
G�r ,r� ;�� and W�r ,r� ;�� from G�G ,G� ;�� and
W�G ,G� ;��, respectively, and then is transformed back into
reciprocal space. The six-dimensional FFT transforms re-
quire �NG

s +Nr
SE�NFFT

SE operations for each frequency of the
screened Coulomb interaction, having defined NFFT

SE

=4Nr
SE log Nr

SE. The computational cost of this procedure
scales as Nat

2 log Nat, and is small with respect to the cost of
calculating the screened Coulomb interaction.

V. RESULTS

In order to demonstrate the approach proposed in Secs. II
and III we have realized a prototype implementation within
the empirical pseudopotential method �EPM� of Ref. 30, and
we have validated our implementation for the test case of
silicon.

A. Dielectric matrix

Table I contains some of the components of the inverse
dielectric matrix calculated using the self-consistent Sternhe-
imer method described in Sec. III. In all our calculations we
used inverse dielectric matrices of size 59�59, correspond-
ing to a kinetic-energy cutoff of 5 Ry for the screened Cou-
lomb interaction. For the purpose of comparison with Ref. 44
we calculated the static and long-wavelength limit ��=0, q
→0� of the inverse dielectric matrix for the first few
reciprocal-lattice vectors. The authors of Ref. 44 adopted the
standard approach based on the expansion over the unoccu-
pied electronic states of the dielectric matrix and obtained
the inverse dielectric matrix by performing matrix inver-
sions. In our calculations we used the self-consistent method
of Sec. III and no matrix inversion was necessary. The ex-
cellent agreement which can be seen in Table I between our
calculations and Ref. 44 supports the validity of our ap-
proach.

Next we consider the wave-vector dependence of the head
of the dielectric matrix �00�q ,�=0�. We performed the cal-
culation by using the non-self-consistent method described in
Sec. II A 2 in order to compare our results with Ref. 51.

TABLE I. Long-wavelength limit of the static symmetrized in-
verse dielectric matrix of silicon �̃GG�

−1 �q ;�� �q= �0.01,0 ,0�2� /a
and �=0�. We compare our calculations performed within the self-
consistent Sternheimer approach with the results obtained in Ref. 44
using the expansion over empty states and the inversion of the
dielectric matrix. For the calculations we sampled the Brillouin
zone with 29 irreducible k points, corresponding to a 8�8�8 grid
�Refs. 44 and 45�, and a plane-wave cutoff of 5 Ry �Ref. 44�.
Following Ref. 44 we employed the empirical pseudopotential pa-
rameters from Ref. 30. The reciprocal-lattice vectors are in units of
2� /a, a being the lattice parameter.

G G�

�̃GG�
−1 �q ;��

Ref. 44 Present work

�0,0,0� �0,0,0� 0.083 0.0866

�1,1,1� �1,1,1� 0.605 0.6055

�1̄ ,1 ,1� �1,1,1� 0.008 0.0076

�1, 1̄ ,1� �1̄ ,1 ,1� 0.010 0.0102

�1, 1̄ , 1̄� �1̄ ,1 ,1� 0.045 0.0463

�2,0,0� �1,1,1� −0.038 −0.0382

�2,0,0� �1̄ ,1 ,1� −0.005 −0.0049

�2,0,0� �2,0,0� 0.667 0.6671

�2̄ ,0 ,0� �2,0,0� 0.006 0.0063

�0,2,0� �2,0,0� 0.016 0.0166
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Figure 1 shows that our calculations are in very good agree-
ment with the results of Ref. 51. The slight differences be-
tween our results and those of Ref. 51 at large wave vectors
can likely be ascribed to the use of a limited number of
empty states in the perturbative expansion over unoccupied
states in the latter work.

Figure 2 compares our results for the frequency depen-
dence of the dielectric matrix at long wavelength with the
results reported in Ref. 2. We focused, in particular, on the
cases illustrated in Fig. 3 of Ref. 2. Apart from some small
differences possibly arising from the use of the expansion
over unoccupied states in Ref. 2, even in this case the agree-
ment between our calculations and those of Ref. 2 is very
good throughout the entire frequency range. The agreement
is consistently good for the head of the dielectric matrix and
for diagonal and off-diagonal matrix elements.

B. Padé approximants and convergence

Figure 3 shows the quality of the analytic continuation
from the imaginary to the real frequency axis using Padé
approximants �cf. Appendix C�.52,53 We found that this pro-
cedure based on Padé approximants is generally very stable
and requires minimal manual intervention. Approximants of
order 5 and higher are able to reproduce the location, the
strength, and the width of the main plasmon-pole structure of
the dielectric matrix. Head, wings, and body of the dielectric
matrix are all described consistently �cf. Fig. 3�. Although
the singularity corresponding to the absorption onset in Fig.
3�a� is smoothed out by Padé approximants of low order, this
effect is washed out when calculating the frequency convo-
lution of the Green’s function with the screened Coulomb
interaction for the GW self-energy. The advantages of per-
forming calculations along the imaginary axis are that �i� the
linear system in Eq. �4� becomes increasingly more well con-
ditioned when approaching large imaginary frequencies, and
�ii� a moderate Brillouin-zone sampling is required to per-
form calculations along the imaginary axis unlike the case of
real-axis calculations. As a result, the worst case scenario for
the solution of the linear system Eq. �4� corresponds to the

static case �=0. These technical aspects are described in
detail in Appendix B.

The typical number of non-self-consistent iterations re-
quired to solve Eq. �4� for a fixed �V�r,�� with a relative
accuracy of �NSCF=10−10 using the cBiCG algorithm de-
scribed in Appendix A is NCG�21 �using the preconditioner
of Ref. 54�. This estimate has been obtained by averaging
over all the G ,G� reciprocal-lattice vectors, q vectors, and
imaginary frequencies. The typical number of self-consistent
cycles required to obtain the screened Coulomb interaction
through Eq. �4� with a relative accuracy of �SCF=10−5 is
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FIG. 1. �Color online� Dielectric function of silicon calculated
using the empirical pseudopotential method and the non-self-
consistent Sternheimer method of Sec. II A 2: calculated head of the
static dielectric function as a function of wave vector �00�q ,�=0�
�blue solid line� and results from Ref. 51 �red dashed line�. We used
a plane-wave kinetic-energy cutoff of 5 Ry and sampled the Bril-
louin zone through a uniform 8�8�8 grid. The wave vectors are
in units of 2� /a, a being the lattice parameter.

0 10 20 30 40 50

-0.1

0

0.1

0.2

Energy (eV)

ε
(

=
0,

ω
)

q

Re

Im

G=(1,1,1), G’=(2,0,0)

(c)

0

0.5

1

1.5

2

ε
(

=
0,

ω
)

q

Re

Im

G=G’=(1,1,1)

(b)

0 5 10 15
-20

0

20

40

60

ε
(

=
0,

ω
)

q

Re

Im

G=G’=(0,0,0)

(a)

FIG. 2. �Color online� Frequency-dependent dielectric matrix of
silicon at long wavelength �q= �0.01,0 ,0�2� /a�. The calculations
were performed using the empirical pseudopotential method of Ref.
30 and the non-self-consistent Sternheimer method of Sec. II A 2.
We used a plane-wave kinetic-energy cutoff of 5 Ry and sampled
the Brillouin zone through a uniform 24�24�24 grid. Such a
dense Brillouin-zone sampling was necessary to correctly describe
the absorption onset. In order to avoid null eigenvalues in the linear
system, Eq. �11�, we performed the calculations by including a
small imaginary component of 0.1 eV in the frequency �. The
panels �a�–�c� correspond to the cases illustrated in Fig. 3 of Ref. 2
and show �GG��q→0,�� for �a� G=G�=0, �b� G=G�
= �1,1 ,1�2� /a, and �c� G= �1,1 ,1�2� /a, G�= �2,0 ,0�2� /a. The
blue solid lines are our calculations, the red dashed lines are from
Ref. 2. The real and imaginary parts of the dielectric matrix are
indicated in each panel. We note that the scales on the vertical axes
correspond to three different orders of magnitude.
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NSCF�5. Charge-sloshing effects are attenuated by using the
potential mixing method proposed in Ref. 55, appropriately
modified to deal with complex potentials.

For completeness we report here the corresponding fig-
ures for the calculation of the Green’s function using Eq.
�18�. The average number of non-self-consistent iterations
required to obtain the analytic part of the Green’s function is
NGF�25 when preconditioning is adopted �for this purpose
we used a straightforward adaptation of the method of Ref.
54�. However, multishift minimizations as described in Ap-
pendix D do not allow for the use of preconditioning, and in
the latter case the number of iterations required to achieve
convergence �within a relative accuracy �NSCF=10−10� can be
as high as NGF�100.

C. Self-energy

Figures 4 and 5 show the real part Re	nk�
�nk� and the
imaginary part Im	nk�
�nk� of the GW self-energy calcu-
lated for the first few silicon eigenstates at � using our SGW
method within the EPM scheme. Our results are compared
with the calculations of Ref. 18 performed within DFT/LDA
and the projector-augmented wave method �PAW�. We cal-
culated the screened Coulomb interaction by using a uniform
6�6�6 grid to sample the Brillouin zone and Padé approxi-

mants of order 7 along the imaginary frequency axis. The
frequency integration of the Coulomb term 
c of the GW
self-energy in Eq. �21� was performed by using a Coulomb
cutoff �C=100 eV and a grid spacing of 0.5 eV. The Green’s
function was calculated using an imaginary component 

=0.3 eV in Eq. �18�. Apart from some differences in the
damping of the plasmaron peaks, the agreement between our
calculated self-energy and the results of Ref. 18 is rather
good throughout the entire frequency range �100 eV. This
finding is quite surprising since we are comparing our em-
pirical pseudopotential calculations with low kinetic-energy
cutoff �5 Ry� with the ab initio LDA calculations including
PAW core reconstruction of Ref. 18. Such agreement prob-
ably reflects the ability of the EPM method to provide not
only a good description of the band structure of silicon but
also a reasonable description of the electronic wave func-
tions.
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FIG. 3. �Color online� Real part of the long-wavelength dielec-
tric matrix of silicon as a function of frequency. Panels �a� and �b�
of this figure correspond to panels �a� and �b� of Fig. 2, respectively.
The technical details of the calculations are the same as those de-
scribed in the caption of Fig. 2. Solid blue lines: dielectric matrices
calculated directly along the real frequency axis, from Fig. 2. Dot-
ted, dashed, and dash-dotted red lines: dielectric matrices obtained
from the analytic continuation on the real axis using Padé approxi-
mants of order 6, 11, and 26, respectively. The Padé approximants
were generated using dielectric matrices calculated along the imagi-
nary frequency axis on uniform frequency grids in the range 0–50
eV. For instance, the six-points approximant corresponds to calcu-
lations at the imaginary frequencies of 0 ,10, . . . ,50 eV.
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FIG. 4. �Color online� Real part Re	nk�
�r ,r� ;���nk� of the
expectation value of the GW self-energy for the first eight silicon
eigenstates at k=0. The solid blue lines are our SGW results using
the empirical pseudopotential method. The dashed red lines are
from the first-principles calculation of Ref. 18 using the LDA and
the PAW method. Panels �a�–�d� correspond to the states �2c� �Band
1�, �15c �Bands 2–4�, �25v� �Bands 5–7�, and �1v �Band 8�, respec-
tively. The energy axis is aligned with the top of the valence band.
The horizontal dotted lines indicate the calculated bare exchange
contribution to the self-energy Re	nk�
ex�r ,r� ;���nk�.
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D. Quasiparticle excitations and spectral function

Within the GW method the values of the quasiparticle
excitation energies are typically calculated by using first-
order perturbation theory on the DFT eigenvalues.2 The per-
turbation operator �
�r ,r� ;�� corresponds to the difference
between the GW self-energy 
�r ,r� ;�� and the DFT ex-
change and correlation potential Vxc�r�. This approach is sen-
sible because the complete quasiparticle equations are simi-
lar to the ordinary Kohn-Sham equations if we replace the
self-energy 
 by the DFT XC potential Vxc.20

Within the EPM scheme the total potential VEPM acting on
the electrons is specified30 but the electronic charge density
is not connected to this potential through a self-consistent

procedure.56 This limitation makes it difficult to identify an
XC contribution within the empirical pseudopotential. How-
ever, since the charge density obtained within the EPM
method can be regarded as an approximation to the actual
charge density,57 it appears sensible to obtain the effective
XC potential as a functional of the EPM charge density using
the local-density approximation.58,59 This procedure is for-
mally equivalent to assuming that the unscreened ionic
pseudopotential Vion is given by VEPM−VHa−Vxc, where the
Hartree potential VHa and the XC potential Vxc are calculated
using the EPM charge density. This uncertainty on the XC
potential renders the calculation of the quasiparticle excita-
tion energies somewhat arbitrary, therefore the results pre-
sented in the following should be regarded as qualitative and
are presented only for the purpose of demonstrating a com-
plete GW calculation within our SGW methodology.

Despite the above limitations, the expectation values of
the XC potential and of the exchange term of the GW self-
energy calculated here are surprisingly close to those ob-
tained in Ref. 2 using ab initio pseudopotentials at the DFT/
LDA level. Indeed, for the valence-band top �25v� state and
the conduction-band bottom close to the X1c state our calcu-
lated XC expectation values are −11.27 and −8.97 eV, re-
spectively, while Ref. 2 gives −11.80 and −9.61 eV for the
corresponding states at the DFT/LDA level. The agreement
is even better when comparing the expectation values of the
bare exchange part of the GW self-energy. In this case we
find −12.43 and −5.07 eV for the �25v� state and the X1c state,
respectively, to be compared to the corresponding values of
−12.54 and −5.28 eV of Ref. 2. These results provide an a
posteriori justification to our choice of calculating the XC
potential using the EPM charge density and the LDA func-
tional.

Table II compares our calculated quasiparticle excitation
energies for electronic states at the � point and for the
conduction-band edge of silicon with the results of Refs. 2
and 18. We find a good overall agreement between these
different sets of calculations. Taking into account that we are
comparing our SGW scheme within the EPM implementa-
tion with more sophisticated ab initio calculations, such
agreement is rather encouraging.

Figure 6 shows the calculated quasiparticle spectral func-
tion

	nk�A�nk� =
�Im �
nk�

�� − �nk − Re �
nk�2 + �Im �
nk�2
�48�

with A�r ,r� ;�� denoting the GW spectral function and
�
nk= 	nk�
−Vxc�nk�. We note that Eq. �48� is obtained by
assuming that the off-diagonal matrix elements of the self-
energy in the basis of the unperturbed wave functions are
negligible. A diagonal approximation is not always justified,
nonetheless we decided to adopt Eq. �48� to be consistent
with Ref. 18. Figure 6 shows good overall agreement be-
tween our calculations and the LDA/PAW results of Ref. 18.
This comparison demonstrates once again the validity of our
methodology.
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FIG. 5. �Color online� Imaginary part Im	nk�
�r ,r� ;���nk� of
the expectation value of the GW self-energy for the first eight sili-
con eigenstates at k=0. The solid blue lines are our SGW results
using the empirical pseudopotential method. The dashed red lines
are from the first-principles calculation of Ref. 18. Panels �a�–�d�
correspond to the states �2c� , �15c, �25v� , and �1v, respectively. The
energy axis is aligned with the top of the valence band. For com-
parison, the vertical gray lines indicate the locations of the logarith-
mic singularities at �nk��p ��p being the plasmon energy� that
would arise using a model plasmon-pole dielectric function
�Ref. 20�.
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VI. CONCLUSIONS AND OUTLOOK

The results presented in Sec. V demonstrate the feasibility
of the self-consistent Sternheimer approach to GW calcula-
tions in the simple case of a prototype implementation based
on the empirical pseudopotential method. The extension of
the present methodology to ab initio approaches based on
norm-conserving62 or ultrasoft63 pseudopotentials should not
present any difficulties as the crucial issues in the calculation
have already been addressed in this work. The main advan-
tage of the present methodology consists of the definitive
elimination of the unoccupied electronic states from the cal-
culations of both the screened Coulomb interaction and the
noninteracting Green’s function. Another appealing aspect is
that our methodology constitutes a generalization to
frequency-dependent perturbations of density-functional per-
turbation theory,28 which is a well-established technique with
a long history of successes.

As discussed in Sec. IV the present approach is compa-
rable in performance to standard2 GW techniques. The ques-
tion remains on whether it is possible to make significant
improvements over the methodology proposed here without
compromising on the numerical accuracy. The most time-
consuming step of the entire procedure is the application of

the single-particle Hamiltonian Ĥ to a search direction � in
the Hilbert space spanned by the wave-function basis set
during the iterative solution of the linear systems in Eq. �4�.
In order to accelerate this operation there are possibly three
ways ahead: �i� the improvement of the minimization algo-
rithms adopted, �ii� the use of sparse representations of the
Hamiltonian, and �iii� the use of smaller basis sets.

�i� The iterative solution of Eq. �4� is here performed by
first solving for ��v

� at fixed �V, and then by updating �V
in the self-consistency cycle. It should be possible, at least in
principle, to combine these two operations in a single mini-
mization step. This could be achieved, for instance, by using
the variational formulation of density-functional perturbation

TABLE II. GW quasiparticle excitation energies for the �2c� , �15c, �25v� , �1v states of silicon, as well as for
the conduction band bottom of silicon close to the X1c state. We obtained the quasiparticle energies Enk by
solving the nonlinear equations Enk=�nk+Re��
nk�Enk�� with �
nk= 	nk�
−Vxc�nk�. For completeness we
also show the unperturbed eigenvalues calculated here within the EPM scheme, and those of Ref. 18 within
the DFT/LDA scheme for comparison. It is interesting to observe that the value of the minimum band gap is
not increased from the EPM value of 0.82 eV when applying the GW correction. In absolute terms the X1c

state shifts upwards by 0.41 eV upon the GW correction but this shift is compensated by the concurrent
upward shift of the �25v� state by 0.44 eV. This problem relates to the uncertainty on the XC potential within
the EPM formalism, as discussed in Sec. V D.

EPM/LDA eigenvalues Quasiparticle energies

Expt.Present Ref. 18 Present Ref. 2 Ref. 18

�2c� 3.89 3.23 4.21 4.08 4.05 4.23a,4.1b

�15c 3.42 2.54 3.53 3.35 3.09 3.40a,3.05b

�25v� 0.00 0.00 0.00 0.00 0.00 0

�1v −12.62 −11.97 −13.23 −12.04 −11.85 −12.5�0.6 a

X1c 0.82 0.55 0.79 1.29 0.92 1.17a

aReference 60.
bReference 61.
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FIG. 6. �Color online� Expectation values of the quasiparticle
spectral function 	nk�A�r ,r� ;���nk� for the first eight silicon eigen-
states at k=0. The solid blue lines are our SGW results using the
EPM, the dashed red lines are from the first-principles calculation
of Ref. 18 using the LDA and the PAW method. The expectation
values have been calculated within the diagonal approximation of
Eq. �48�. In each panel the sharp peak near the band extrema cor-
responds to a well-defined quasiparticle while the two broad peaks
corresponds to plasmarons, i.e., electrons or holes coupled to a
cloud of real plasmons �Ref. 20�. The suppression of one of the
plasmaron peaks reflects the large imaginary parts of the self-energy
in the corresponding panels of Fig. 5. We point out the different
vertical scale in panel �d�.
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theory developed in Ref. 64, or by using simulated annealing
techniques such as the Car-Parrinello method.65 Both of
these approaches were developed for Hermitian systems,
hence appropriate generalizations to non-Hermitian systems
would be required to solve Eq. �4�. As mentioned in Sec. V B
the total number of cBiCG iterations required to solve Eq.
�4� is typically NCGNSCF�100, therefore the variational for-
mulation of DFPT or the Car-Parrinello minimization would
be convenient if they resulted in a significant reduction in the
number of iterations over this figure.

�ii� Another possibility for improving the procedure pre-
sented in this work is to resort to a real-space representation
of the kinetic-energy operator in the single-particle Hamil-
tonian. This can be achieved by calculating the kinetic en-
ergy on a real-space mesh using finite-differences methods.49

The main advantage of this approach would be to have GW
calculations scaling with the cube of the system size Nat

3 in-
stead of Nat

3 log Nat. However, in actual calculations the nu-
merical prefactor associated with this scaling could be unfa-
vorable. Indeed, the fast Fourier transforms used in a plane-
waves representation to calculate the product of the potential
and the wave functions require 2�4Nr

den log Nr
den floating-

point operations while the cost of the real-space calculation
of the Laplacian operator to sixth order is 37Nr

den �for a su-
percell with orthogonal axes�.49 While these estimates seem
to speak in favor of the real-space method, it is advisable to
consider that the preconditioner used here54 for the cBiCG
minimization cannot be simply adapted to real-space calcu-
lations. In absence of effective preconditioners the plane-
wave method remains advantageous for essentially any rel-
evant system size.

�iii� Another interesting option for improving our method-
ology is to drastically reduce the size of the basis set
adopted. This could be achieved, for instance, by adapting
our implementation to electronic-structure packages exploit-
ing local-orbitals basis sets.50 Interestingly the three possi-
bilities here outlined are not mutually exclusive, and prob-
ably an appropriate combination of all of these would
eventually open the way to the study of electronic excitations
in very large systems using the GW method.

In summary, we propose a methodology for performing
GW calculations using the self-consistent Sternheimer equa-
tion �SGW�. We show how to calculate the screened Cou-
lomb interaction and the noninteracting Green’s function
without resorting to unoccupied electronic states. We suc-
cessfully demonstrate our method within a plane-waves em-
pirical pseudopotential implementation and compare with
previous studies for the prototypical test case of silicon. In
our method the standard generalized plasmon-pole approxi-
mation for the frequency dependence of the screened Cou-
lomb interaction has been replaced by a direct calculation
along the imaginary frequency axis, followed by an analytic
continuation to the real axis. In addition, we introduce the
use of multishift linear system solvers for the simultaneous
calculation of multiple frequency responses at the cost of one
single iterative minimization.

It is our plan to adapt the present approach to deal with
first-principles pseudopotentials and to explore the perfor-
mance of our procedure in a local orbital real-space imple-
mentation. We hope that this work will stimulate further ef-

fort to develop improved methodologies for excited-states
calculations in large systems.
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APPENDIX A: PRECONDITIONED COMPLEX
BICONJUGATE GRADIENT METHOD

In this work we solve the linear systems in Eq. �4� using
the complex biorthogonal variant �cBiCG� of the conjugate
gradient method �CG� following Ref. 47. This method is an
extension of the standard conjugate gradients algorithm to
the case of general complex matrices. As the cBiCG algo-
rithm introduced in Ref. 47 did not include preconditioning,
in this appendix we describe the preconditioned version of
the algorithm which we derived following Ref. 66. We are
interested in solving the linear system

Ax = b �A1�

with A a complex linear operator �not necessarily Hermitian�,
b a complex vector, and x the unknown solution vector. In
the cBiCG algorithm of Ref. 47 two sequences of residuals
rn and r̃n are generated in such a way that successive residu-
als are biorthogonal �i.e., 	rn+1 � r̃n�=0 and 	r̃n+1 �rn�=0�. Two
sequences of search directions pn and p̃n are generated so
that successive directions are biconjugate �i.e., 	Apn+1 � p̃n�
=0 and 	A†p̃n+1 � pn�=0�. The algorithm starts by setting the
initial residuals to r0=b−Ax0 �x0 being the initial guess for
the solution vector x� and r̃0=r0

�, and the initial search direc-
tions to p0=r0 and p̃0= p0

�. Next the solution vector, the
search directions, and the residuals are updated at each itera-
tion as follows:

	n = 	r̃n�rn�/	p̃n�Apn� , �A2�

xn+1 = xn + 	npn, �A3�

rn+1 = rn − 	nApn, �A4�

r̃n+1 = r̃n − 	n
�A†p̃n, �A5�

�n = − 	A†p̃n�rn+1�/	p̃n�Apn� , �A6�

pn+1 = rn+1 + �npn, �A7�

p̃n+1 = r̃n+1 + �n
�p̃n. �A8�
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The time-consuming step in this algorithm corresponds to
the application of the operators A and A† to the search direc-
tions pn and p̃n. As there are two such operations per itera-
tion, the computational complexity is twice that of the stan-
dard conjugate gradient algorithm.

The preconditioning of the linear operator can be
achieved by left multiplying the linear system in Eq. �A1� by
M−1 :M−1Ax=M−1b. If we assume that the preconditioner M
can be written as M =ETE, then we can rewrite the system as
follows:

E−1AE−TETx = E−1b . �A9�

By defining A�=E−1AE−T, x�=ETx, and b�=E−1b we obtain
the transformed system A�x�=b�, for which the standard
cBiCG method applies. While this procedure is formally cor-
rect, it is not convenient to explicitly transform the linear
operator. It is convenient instead to rewrite the procedure in
terms of A, b, and x by performing a few formal manipula-
tions. For this purpose we make the substitutions r�=E−1r
and p�=ETp. Some algebra leads straightforwardly to the
preconditioned version of the cBiCG algorithm,

	n = 	r̃n�M−1rn�/	p̃n�Apn� , �A10�

xn+1 = xn + 	npn, �A11�

rn+1 = rn − 	nApn, �A12�

r̃n+1 = r̃n − 	n
�A†p̃n, �A13�

�n = − 	A†p̃n�M−1rn+1�/	p̃n�Apn� , �A14�

pn+1 = M−1rn+1 + �npn, �A15�

p̃n+1 = M−1r̃n+1 + �n
�p̃n. �A16�

The preconditioned cBiCG algorithm needs to be initialized
with r0=b−Ax0, p0=M−1r0, r̃0=r0

�, and p̃0= p0
�. In this work

we have used the Teter-Payne-Allan function as the precon-
ditioner M−1.54

APPENDIX B: CONDITION NUMBER OF THE LINEAR
SYSTEM

1. Screened Coulomb interaction

The iterative calculation of the screened Coulomb inter-
action through Eq. �4� at finite real frequencies � can be
considerably more time consuming than in the static ��=0�
case. Simple tests indicate that the number of iterations re-
quired to achieve convergence increases with increasing fre-
quency �. This behavior suggests that the linear operator in
Eq. �4� becomes progressively more ill conditioned as the
frequency � increases.

In order to rationalize this observation, we here examine

the condition number of the linear operator Ĥ−�v�� in Eq.
�4�. The minimum number of iterations Nmin required for the
solution of a linear system using the conjugate-gradients al-
gorithm is given by

Nmin =
1

2
��log�2/�� , �B1�

� being the condition number of the linear operator and � the
desired relative accuracy.66 While the estimate Eq. �B1� has
been derived for the original CG algorithm, we found em-
pirically that it also provides a reasonable description of the
convergence rate of the complex cBiCG version. The condi-
tion number � of a linear operator can be calculated as the
ratio of its largest to smallest eigenvalues. For a given va-

lence state �v�� the linear operator Ĥ−�v�+	P̂occ−� in Eq.
�7� has the eigenvalues �v−�v�+	−� and �c−�v�−�.

Let consider first the simplest case where �=0 and 	
�0. In this case we find by inspection that the smallest ei-
genvalue is min�Eg , �	−Wocc��, Eg being the fundamental en-
ergy gap and Wocc the valence bandwidth. It is common prac-
tice to set 	=2Wocc to avoid null eigenvalues.28 With this
choice the smallest eigenvalue becomes Eg. On the other
hand, the largest eigenvalue can be approximated by the cut-
off energy of the wave-function basis set Ecut. In this case the
condition number reads �=Ecut /Eg. As an example, if we are
using a plane-waves basis with a kinetic-energy cutoff of 30
Ry, we have an electron energy gap of 1 eV, and the our
desired accuracy is �=10−10, then according to Eq. �B1� the
minimum number of iterations required to solve the linear
system would be Nmin=240. Empirical tests show that this
estimate is quite accurate for the system considered in the
present work. In order to improve the convergence rate it is
useful to employ preconditioning techniques. We here adopt
the Teter-Payne-Allan preconditioner54 in order to “com-
press” the eigenvalue spectrum and thereby reduce the con-
dition number. An ideal preconditioner would make the lin-
ear operator perfectly well conditioned ��=1�. In this case
the optimal number of iterations �for a relative accuracy �
=10−10� would be as small as Nmin,pc=12. We have found
empirically that by using the Teter-Payne-Allan precondi-
tioner the number of iterations required to achieve conver-
gence was in all cases in the range NTPA=15–40.

We now consider the case of ��0. Simple algebra shows
that in this case �=Ecut / �Eg+w� when 	=2Wocc. Hence in
this case the larger the frequency �, the better conditioned
the linear system. We checked this result by explicit calcula-
tions.

The worst case in terms of condition number is found
when ��0. In fact, as soon as the frequency exceeds the
optical excitation threshold ��Eg, the linear operator ac-
quires null eigenvalues corresponding to the resonance con-
dition �=�c−�v�. In this latter case the condition number
���� exhibits significant structure, reflecting the joint density
of states of the system. Even after preconditioning the sys-
tem, the number of iterations required to achieve conver-
gence can be as high as Nmin=500, thus rendering this av-
enue unpractical. The calculation of the screened Coulomb
interaction for frequencies slightly off the real axis �+ i
,
with ��0 and small 
, leads to only a small improvement
of the convergence rate. The difficulty of solving iteratively
the linear system Eq. �4� for large positive frequencies is
accompanied by the additional difficulty of adequately sam-
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pling the Brillouin zone to describe the singularities at �
=�c−�v�.

Altogether these considerations suggest that an iterative
solution of the linear system along the real axis is not con-
venient from the computational viewpoint. For this reason
we decided to evaluate the screened Coulomb interaction
along the imaginary axis and then to analytically continue
the functions to the real axis using Padé approximants.18,52,53

The motivation behind our choice becomes obvious after
considering a simple plasmon-pole model of the screened
Coulomb interaction,2

W��� = v +
W0 − v

2
� �p

� + �p
−

�p

� − �p
� , �B2�

where �p is the pole frequency and W0 the static screened
Coulomb interaction. Analytical continuation of this function
to the imaginary axis yields

W�� = i�� = v +
W0 − v

1 + ��/�p�2 . �B3�

Equation �B3� indicates that the screened Coulomb interac-
tion along the imaginary axis contains the same amount of
information as the one on the real axis ��p and W0�, and at
the same time does not exhibit any singularities. In this case
the condition number reads �assuming no preconditioning
and 	=0 for simplicity� �= ��Eg

2+�2� / �Ecut
2 +�2��1/2, and

tends to unity for large imaginary frequencies. As a result,
the worst case scenario for the solution of the linear system
corresponds to the static case �=0.

In summary, by solving iteratively the linear system along
the imaginary axis we circumvent the difficulties associated
with the ill conditioning of the linear system in Eq. �4� oc-
curring at real frequencies and the necessity of dense
Brillouin-zone sampling. The details of the analytic continu-
ation are discussed in Appendix C.

2. Green’s function

A similar analysis can be carried out for the calculation of
the Green’s function using the method introduced in Sec.
II B. It is straightforward to establish that in this case the
condition number of the system is given by �=Ecut /�. As the
infinitesimal � is typically taken to be 0.1 eV, we are effec-
tively dealing with a situation analogous to a small band-gap
semiconductor. The TPA preconditioner can be adopted to
reduce the condition number to �=Ekin

VBM /�, where Ekin
VBM is

the expectation value of the kinetic energy of the highest
occupied state and is independent of the basis set cutoff.
Numerical tests confirm that this is indeed a sensible and
effective strategy.

APPENDIX C: ANALYTIC CONTINUATION USING PADÉ
APPROXIMANTS

In order to perform the analytic continuation of the
screened Coulomb interaction from the imaginary axis to the
real axis, we employ diagonal Padé approximants.18,52,53 The

Padé approximant of order N is the optimal rational approxi-
mation to a target function f��� known in N distinct points
�n, n=1, . . . ,N. When N is an odd integer the diagonal Padé
approximant reads

PN��� =
p0 + p1� + ¯ + p�N−1�/2��N−1�/2

1 + q1� + ¯ + q�N−1�/2��N−1�/2 , �C1�

and its coefficients p0 , p1 , . . . , p�N−1�/2, q1 , . . . ,q�N−1�/2 are de-
termined by matching the approximant to the target function
in N points PN��n�= f��n�, n=1, . . . ,N. Both the coefficients
and the Padé approximant can be calculated very efficiently
using a simple recursive algorithm.53 Some experimentation
indicates that approximants of order N�5 are necessary to
reproduce a plasmon-pole spectral shape including a finite
linewidth. This observation can be rationalized by consider-
ing that a plasmon-pole spectral function is completely de-
fined by the values of the function at �=0, the location,
strength, and width of the pole, and the asymptotic value at
�=+i�. Some of this information is redundant and can be
obtained by using sum rules.2 The parity of the screened
Coulomb interaction can also be exploited to minimize the
number of input frequencies. The advantage of the Padé ap-
proximant is that a more refined description of the
frequency-dependent screened Coulomb interaction can sim-
ply be achieved by calculating additional points along the
imaginary axis.

We also investigated the possibility of analytically con-
tinuing the screened Coulomb interaction by using a multi-
pole expansion as suggested in Ref. 17. We tried one-, two-,
and three-pole expansions by determining the coefficients
using the simplex method of Nelder and Mead.67 The single-
pole approximation appears robust but the quality of the real-
axis continuation is poorer than what we obtained by using
Padé approximants. Multipole approximations were found to
be unreliable because of their high sensitivity to the initial
guesses for the coefficients. Our experience therefore is that
the multipole expansion is not an optimal choice for an au-
tomated procedure where the analytic continuation has to be
performed for every G, G�, and q of the screened Coulomb
interaction without manual intervention.

APPENDIX D: SIMULTANEOUS CALCULATION OF THE
SUSCEPTIBILITY AT MULTIPLE FREQUENCIES

The linear systems, Eqs. �11� and �18�, can be solved
efficiently by using the “multishift” cBiCG method of Ref.
29. Multishift methods exploit the knowledge gained during
the iterative solution of the seed system Ax=b to determine
the solutions of the shifted system Ax+�x=b with only a
small computational overhead. The rationale behind such
method is that the seed system and the shifted system share
the same Krilov subspaces 
b ,Ab ,A2b , . . .�, therefore the re-
siduals of the seed and of the shifted systems can be taken to
be collinear.29

This multishift technique allows us to determine the entire
frequency dependence of the dielectric matrix by performing
one single static calculation for each set of parameters �q ,G�
in Eq. �34�. For the seed system the algorithm is still given
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by Eqs. �A2�–�A8�. For the shifted system we replace the
calculation of the residuals rn,� and of the coefficients 	n,�,
�n,� corresponding to the frequency � by the following re-
lations,

rn,� =
rn

�n,�
, 	n,� =

�n,�

�n+1,�
	n, �n,� = � �n,�

�n+1,�
�2

�n,

�D1�

where the scaling factor �n+1,� is calculated through the re-
currence relation

�n+1,� = �1 + �	n��n,� +
	n�n−1

	n−1
��n,� − �n−1,�� . �D2�

In order to obtain collinear residuals rn and rn,� we need to
initialize the algorithm using x0=0.

The use of Eqs. �D1� and �D2� allows us to skip the time-
consuming operations involving the Hamiltonian in Eqs.
�A2� and �A6�. This method is extremely convenient for de-
termining the frequency-dependent susceptibility for many

frequencies at the cost of one single calculation.
We point out that this method still carries some draw-

backs. One limitation is that this method cannot be applied to
the self-consistent system of Eq. �4� because the know term
on the right-hand side depends on the frequency � itself.
Therefore the use of the shifted cBiCG method is only pos-
sible for non-self-consistent calculations of the dielectric ma-
trix and requires explicit matrix inversions to determine the
screened Coulomb interaction. This approach can be re-
garded as an improved version of the technique proposed in
Ref. 24.

Another limitation is that the shifted cBiCG method does
not allow for the use of preconditioners. In fact the precon-
ditioned seed system M−1Ax=M−1b and the preconditioned
shifted system M−1Ax+�M−1x=M−1b do not share the same
Krilov subspaces, hence the residuals cannot be taken to be
collinear.68 The practical consequence is that for systems
with large basis set energy cutoffs and small band gaps, the
number of iterations required to achieve convergence could
be impractically large.
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