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The Bethe–Salpeter equation in chemistry:
relations with TD-DFT, applications
and challenges

Xavier Blase, *a Ivan Ducheminb and Denis Jacquemin *c

We review the many-body Green’s function Bethe–Salpeter equation (BSE) formalism that is rapidly

gaining importance for the study of the optical properties of molecular organic systems. We emphasize

in particular its similarities and differences with time-dependent density functional theory (TD-DFT), both

methods sharing the same formal O(N4) computing time scaling with system size. By comparison with

higher level wavefunction based methods and experimental results, the advantages of BSE over TD-DFT

are presented, including an accurate description of charge-transfer states and an improved accuracy for

the challenging cyanine dyes. We further discuss the models that have been developed for including

environmental effects. Finally, we summarize the challenges to be faced so that BSE reaches the same

popularity as TD-DFT.

1 Introduction

The importance of processes related to electronically excited states
(ES) in chemistry, physics and applied technology will continue
to rapidly grow in the next few decades. When originating from

the interaction between matter and an external electromagnetic
field, these phenomena are typically initiated by the absorption
of incoming visible light. The applications of photoactive
molecules are countless, e.g., in textiles, fluorescence probes,
phosphors, solar cells, artificial photosynthesis, photochromes,
etc. However, in sharp contrast to their ground-state (GS)
counterparts, ES are short-lived, making their experimental
characterization a costly challenge. For instance, whilst one
can find X-ray diffraction data for a plethora of diverse mole-
cular GS structures, accurate ES geometries have been experi-
mentally determined for only a very limited number of small
molecules. This is one of the reasons why theoretical methods

a Univ. Grenoble Alpes, CNRS, Inst NEEL, F-38042 Grenoble, France.

E-mail: xavier.blase@neel.cnrs.fr
b Univ. Grenoble Alpes, CEA, INAC-MEM, L-Sim, F-38000 Grenoble, France.

E-mail: ivan.duchemin@cea.fr
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at Institut Néel, Grenoble, France.
His research focuses on the
electronic and optical properties
of systems relevant to condensed
matter physics, materials sciences
and physical chemistry, with
much emphasis on methodology.
He is the co-author of the FIESTA
code (Bull-Fourier prize 2014) that
implements the GW and Bethe-

Salpeter formalisms with Gaussian basis sets. He received the
2008 CNRS silver medal.

Ivan Duchemin

Ivan Duchemin holds his PhD from
the CEMES in Toulouse, France.
He stayed as a postdoctoral
fellow at the UC Davis Physics
department, California, and the
Max Plank Institute for Polymer
Research in Mainz, Germany,
before joining the French Center
for Alternative Energies (CEA),
Grenoble, France, as a senior
scientist. His research interests
focus on methodological and code
developments in ab initio quantum
simulations. He is presently the
main developer of the FIESTA
code (Bull-Fourier prize 2014).

Received 24th January 2017

DOI: 10.1039/c7cs00049a

rsc.li/chem-soc-rev

Chem Soc Rev

REVIEW ARTICLE

http://orcid.org/0000-0002-0201-9093
http://orcid.org/0000-0002-4217-0708
http://crossmark.crossref.org/dialog/?doi=10.1039/c7cs00049a&domain=pdf&date_stamp=2017-12-16
http://rsc.li/chem-soc-rev


This journal is©The Royal Society of Chemistry 2018 Chem. Soc. Rev., 2018, 47, 1022--1043 | 1023

able to deliver ES properties at reasonable computational costs
have been in the limelight in the last decade.

One can roughly split the available ab initio methods for ES
into two main categories: multi-reference and single-reference.
The former, e.g., the complete active space with second-order
perturbation (CASPT2) method, have the clear advantage of
being able to intrinsically treat the crossing between electronic
states, notably conical intersections, and can thus deliver high-
quality simulations of photochemical processes. Nevertheless,
despite recent developments in the field,1,2 these multi-reference
methods remain limited to model chromophores, often far
from the extended and highly conjugated dyes of experimental
interest. An additional drawback of these multi-reference
approaches is that most cannot be used in a black-box manner,
meaning that significant manpower is necessary to tackle a
specific problem.

The single-reference methods cannot, in their traditional
forms, provide crossing points between electronic states, but
are easier to apply and allow for systematic and automated
applications. In this second group, today’s main workhorse
is time-dependent density functional theory (TD-DFT),3–5 that
has been used for thousands of applications. The success of
TD-DFT can be linked to several advantageous features: (i) a
formal O(N4) scaling with system size;3,4 (ii) the coupling with a
rather extended panel of environmental models for treating
both solvent and solid-state effects;6–11 (iii) the possibility of
including relativistic spin–orbit effects in a computationally
efficient way;12 and (iv) the availability of analytic first and
second geometrical derivatives,13–16 enabling fast exploration
of the ES potential energy surfaces and hence the determina-
tion of absorption and emission band shapes.17 However, in its
most widely applied form, that is under the so-called adiabatic
approximation,3,18 TD-DFT presents several weak points. First,
the results are strongly dependent on the selected exchange–
correlation functional (XCF), the impact being particularly
strong for charge-transfer (CT) and Rydberg ES.19 Second,
TD-DFT cannot model ES presenting a significant double excitation

character, and also produces inaccurate results for cyanine
derivatives.20 This problem can be overcome with the use of
double-hybrids,21,22 but this implies introducing an additional
term in the calculation which is detrimental for the computa-
tional efficiency. Third, TD-DFT has difficulties in accurately
describing singlet–triplet transition energies, a problem that
has been thoroughly investigated in the literature.23–25 Fourth,
TD-DFT might deliver incorrect ES ordering when states
of different natures (local, CT, etc.) have to be described
simultaneously, and this holds even in simple molecules,
e.g., thiophene.26 To circumvent these problems, chemists often
turn towards single-reference wavefunction-based approaches,
and, more precisely to the coupled-cluster (CC)27–30 and algebraic
diagrammatic construction (ADC)31–33 techniques. These methods
generally provide more accurate estimates than TD-DFT and
have the additional advantage to allow estimations free of
any XCF-dependency that can be systematically improved by
increasing the expansion order, e.g., by using CC2, CCSD, CC3,
CCSDT, etc. However, their computational costs are (much)
higher than that of TD-DFT. Indeed, the two simplest second-
order approaches, namely ADC(2) and CC2, present a formal
O(N5) scaling with system size, and, although much efforts have
been made in the field,34,35 the modelling of large systems,
easily accessible with TD-DFT, remains beyond reach with these
wavefunction theories.

In parallel with the development of the above-mentioned ES
methods, other communities developed alternative approaches
reflecting their own problematics and systems of interest. Of
specific importance for the present review, the so-called many-
body Green’s function GW formalism, where G and W stand for
the time-ordered one-body Green’s function and screened
Coulomb potential, respectively, was initially designed by Lars
Hedin in 1965,36 the same year as the seminal DFT paper
by Kohn and Sham (KS).37 Using the functional derivative
techniques introduced by Martin and Schwinger in 1959,38

Hedin explored the electronic properties of an interacting
homogeneous electron gas, a paradigmatic system in solid-
state physics. The GW formalism,36,39–42 aiming at calculating
electron addition and removal energies, as obtained by photo-
emission experiments (Fig. 1), was first applied at the ab initio
level in the 1980s to describe the band structure of bulk silicon,
diamond and other semiconductors,43–46 in an attempt to
overcome the known deficiency of the DFT Kohn–Sham
approach that significantly underestimates band gaps when
(semi)local XCF are selected. Applications to more complex
bulk systems (see compiled data in ref. 47), including semi-
conductors erroneously predicted to be metallic by DFT, surfaces,
nanotubes, nanowires, and more recently 2D materials, followed
with improving computer power and algorithms (for comprehen-
sive reviews, see, e.g., ref. 39, 40 and 48). The GW formalism can
be considered now as the ‘‘gold standard’’ for band structure
calculations in solid-state physics,49 with an O(N4) scaling with
respect to system size in its usual planewave implementation. Its
ability to describe with good accuracy and without any adjustable
or tuned parameters both finite size and extended systems,
metallic and insulating materials, certainly contributed to the
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success of GW. In particular, for heterogeneous systems such
as organic/inorganic interfaces, including organic molecules
deposited on a metallic substrate, for which it may prove difficult
to find an optimal XCF suited to both systems in a DFT frame-
work, the GW formalism has now become very popular for
studying band offsets.48,50–54

Parallely, the nuclear physicists Hans Bethe and Edwin
Salpeter derived in 1951 the famous Bethe–Salpeter equation
(BSE) describing the bound-states of a two-body relativistic
system.55 The BSE approach was later imported in solid-state
physics, adopting the screened Coulomb potential W to
describe the interaction between the two particles of interest
in that field, namely, a photo-excited electron and its related
hole, both described at the GW level, an approach labeled BSE/
GW in what follows. This formalism, described in detail in the
present Review, generalizes the solid-state-physics textbook’s56

effective-mass approach to extended bulk Mott–Wannier
excitons where the long-range electron hole interaction is
renormalized by the macroscopic dielectric constant.57 The first
BSE/GW applications were devoted to the optical properties of
bulk silicon using semi-empirical tight-binding techniques.58

Pioneering ab initio calculations emerged during the 1990s with
the exploration of the BSE spectrum of the sodium tetramer,59

a small hydrogenated silicon cluster,60 bulk silicon61 and wide
band-gap ionic insulators,62,63 that is, a variety of systems
where electron–hole pairs can be very localized (clusters or ionic
systems) or very delocalized (bulk silicon), namely excitons of the
(tightly bound) Frenkel or (weakly bound) Mott–Wannier types,
respectively.56 Clear improvements over TD-DFT calculations
performed with standard (semi)local functionals were observed
for extended systems, with an approach offering the same O(N4)
computer scaling as TD-DFT.

Leaving the field of inorganic solid-state physics, pioneering
applications of the BSE/GW formalism to organic systems
appeared as early as 1996 in the case of (periodic) conjugated
polymers64–69 and organic molecular crystals.70–85 Due to the
difficulty in treating gas phase systems with the traditional
solid-state physics planewave implementations, calculations on
finite molecular systems first tackled small molecules such as
methane,86 benzene and azobenzene,87 using Gaussian basis
sets or real-space grid techniques. Calculations on molecular
systems of practical importance, such as fullerenes, porphyrins or
chromophores important in dye chemistry, appeared at a rapid pace
during the last decade,82,84,88–120 including large charge-transfer
all-organic95,96,98,100,101,114,121 or hybrid inorganic/organic94,115,122

structures. We gather in Table 1 some of the available BSE studies
on organic systems with indication of the chemical family, and/or
the targeted properties, or type of transitions. Despite a decade of
intensive applications, it is only much more recently that extensive
benchmark assessments of BSE/GW appeared.123–131 These works
compare on the same footing, that is, with the same geometries
and standard Gaussian basis sets, the results of BSE/GW calcula-
tions to reference data obtained with wavefunction (CC, ADC or
CASPT2) approaches for a large number of optical electronic
excitations determined in various organic molecular families. As
a signature of its growing use for tackling problematics of the
chemistry community (photovoltaics, photochemistry, etc.), the
BSE/GW formalism is starting to appear in standard quantum
chemistry packages.116,132

In the present Review, we aim to summarize the current
state-of-the-art in the BSE/GW domain for chemistry applica-
tions, which is why we will (i) present the formalism and its
connections to the well-known TD-DFT approach; (ii) focus
on molecular systems, leaving out ‘‘solid-state’’ applications;
and (iii) emphasize both the strengths and weaknesses of the
BSE/GW theory in a chemical context.

Table 1 BSE calculations on organic and hybrid systems

Systems Ref.

Benchmarks singlet DE 123–125, 130 and 131
Benchmarks triplet DE 124, 128, 129 and 131
Benchmarks osc. str. 126

Polymers (periodic) 64–69
Molecular crystals 70–85
Biological dyes 90–92, 102, 103, 106 and 133–135
Cycloparaphenylene 120
Cyanine dyes 104, 105 and 127
Hybrid materials 94, 115 and 122
Intermolecular CT 94–96, 98, 100, 107, 114, 136 and 137
Intramolecular CT 93, 97, 99, 101, 117, 118, 121,

138 and 139
Fullerenes 88, 98 and 100
Oligoacenes 70–72, 74–76, 78, 83, 84, 87, 111 and 140
Oligothiophenes 82, 97 and 112
Oligomers 80, 82, 97, 101, 112, 120, 136, 137,

141 and 142
Porphyrins 89, 100, 118 and 141
Small molecules 73, 86, 87, 93, 108–111, 113, 119,

123 and 124
Water and ice 113 and 143–146
Bio-inorganic complexes 147–149

Fig. 1 Sketch of a direct (left) and inverse (right) photoemission experi-
ment used to measure ‘‘electronic energy levels’’ as differences between
the (N � 1)- or (N + 1)-electron system ground- and excited-states
energies and the N-electron system ground-state energy (EN

0). eN�1
n and

eN+1
n are the proper occupied and unoccupied energy levels (m is the

chemical potential) that can be used, e.g., to calculate electronic affinities
and ionization potentials associated with frontier orbitals. These energies
can be obtained as the poles of the Green’s function G that lies at the heart
of the GW and Bethe–Salpeter formalisms.
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2 Formalism

In the present Review, we do not intend to fully derive the GW
and Bethe–Salpeter formalisms, using functional derivative
techniques or the Feynman diagrammatic language: such deri-
vations can be found in seminal articles, reviews and book
chapters listed below. We will rather underline the similarities
and differences with the well-known Hartree–Fock (HF), DFT
and related time-dependent (TD) TD-HF and TD-DFT formal-
isms, showing that the concept of self-energy and the related
Bethe–Salpeter implementation can be understood as a way of
generalizing the standard exchange–correlation potential in
DFT as well as the closely related exchange–correlation kernel
that enters in the TD-DFT formalism. Such comparisons allow
not only to grasp the key ideas behind the GW and Bethe–
Salpeter methods, but also to provide a potential direction for
improving DFT and TD-DFT techniques.

2.1 From the exchange–correlation potential VXC[n] to the
self-energy R[G]

We start with the celebrated DFT KS eigenvalue equation,

ĥ0ðrÞ þ VHðrÞ þ VXC½n�ðrÞ
h i

fnðrÞ ¼
DFT enfnðrÞ; (1)

and its Hartree–Fock (HF) analog,

ĥ0ðrÞ þ VHðrÞ
h i

fnðrÞ þ
ð
dr0SXðr; r0Þfnðr0Þ ¼

HF enfnðrÞ; (2)

where ĥ0 is the independent-electron Hamiltonian that contains
the kinetic energy and the electron–nuclei attraction potential,
while VXC is the DFT exchange–correlation potential that contains
electronic interactions beyond the classical (Coulombic) Hartree
(V H) potential. For reasons apparent below, we introduce the
notation SX for the exact exchange operator,

SXðr; r0Þ ¼ �gðr; r0Þvðr; r0Þ ¼
�
Pocc
j

fj
�ðrÞfjðr0Þ

jr� r0j ; (3)

with g the density matrix and v the bare Coulomb potential.
Within DFT, the exchange–correlation potential is a functional
of the electron density n, namely: VXC = VXC[n], while the
true exchange operator is a functional of the density matrix:
SX = SX[g].

The interpretation of the KS or HF eigenvalues as ‘‘true’’
electronic energy levels, that is, as experimentally measurable
electron-addition or electron-removal energies in direct or inverse
photoemission experiments (see Fig. 1), has been the subject of
many articles and reviews (see e.g. ref. 150). In short, the KS
eigenvalues relying on (semi)local XCF lead generally to rather
inaccurate electronic energy levels: the most noticeable drawback
is that the HOMO–LUMO gaps in molecular systems, or the band
gap in extended semiconductors or insulators, are dramatically
underestimated. In contrast, HF leads to too large HOMO–LUMO
splitting energies as exemplified in Fig. 2 in the paradigmatic case
of pentacene. Such problems paved the way to modern global
hybrid (GH) and range-separated hybrid (RSH) XCF with various
strategies to tune the admixture of the local exchange–correlation

VXC[n] potential and the non-local exact-exchange SX[g]
contribution151–156 in order to obtain accurate electronic energy
levels. This is exemplified in Fig. 2 with an ‘‘optimally tuned’’
RSH (OT-RSH, see, e.g., ref. 83, 150 and 157–159), in which the
XCF parameters are adjusted so that the KS eigenvalues come
close to electron-addition and electron-removal energies.

We now introduce, in lieu of the electron density, n, or density-
matrix, g, the time-ordered one-body Green’s function G(rt,r0t0),
which is central in the GW theory. Leaving exact demonstrations
to reference books dedicated to Green’s function theory,41,160 or
more specifically to the GW formalism,41,42 the formal defini-
tion of G(r,r0;o) in its energy representation reads,

Gðr; r0;oÞ ¼
X
i

giðrÞgi�ðr0Þ
o� ei � iZ

þ
X
a

gaðrÞga�ðr0Þ
o� ea þ iZ

; (4)

where Z is a positive infinitesimal. The {ei, ea} are the ‘‘true’’
charged excitation energies as defined experimentally in direct
and inverse photoemission spectroscopy (see Fig. 1). More
precisely, we define ea = E(N + 1,a) � E(N,0) for unoccupied
state energy levels and ei = E(N,0) � E(N � 1,0) for occupied
energy levels, where E(N + 1,a) is the total energy of the (N + 1)-
electron system in its ath quantum state, E(N � 1,i) is the total
energy of the (N � 1)-electron system in its ith quantum state,
and E(N,0) is the N-electron system GS energy. The {gi/a(r)} are
called ‘‘Lehman amplitudes’’ and represent the wavefunction
overlap between the N-electron GS with one removed/added
electron in (r) and the ith/ath excited states of the (N� 1)/(N + 1)
electron systems, respectively. Since G considers processes
where one electron is added or removed to the system, it is
named a one-particle Green’s function, a wording that should
not hide that G contains all many-body effects, including in

Fig. 2 HOMO–LUMO gap of pentacene as calculated within the Kohn–
Sham approach with PBE, or optimally tuned range-separated hybrid
(OTRSH) functionals, the Hartree–Fock approach, and with the GW approxi-
mation to many-body perturbation theory. These values are compared to
the difference between the ionization potential (IP) and electronic affinity
(AE) as calculated within CCSD(T) or with experimental photoemission. The
GW data compare non-self-consistent G0W0 and partially self-consistent
(evGW) calculations starting from PBE or PBE0 Kohn–Sham eigenstates.
OTRSH, GW and CCSD(T) values are from ref. 140 and were obtained with
CBS extrapolation. PBE and HF values were obtained with the same B3LYP
geometry and at the aug-cc-pVTZ basis level.
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particular all interactions between the added particle and the
N-electrons in the system.

A central and important result is that the Green’s function G,
for the true interacting system, can be formally shown to be the
solution of the following ‘‘Dyson’’ equation,

Gð1; 2Þ ¼ G0ð1; 2Þ þ
ð
d34G0ð1; 3ÞSHXCð3; 4ÞGð4; 2Þ; (5)

with, e.g., 1 = (r1,t1) a space–time coordinate. G0 is the inde-
pendent electron Green’s function obtained by replacing the
{en, gn} in the definition of G by the independent-electron
eigenstates {e0

n, f0
n}, namely the eigenstates of the one-electron

ĥ0 operator. The SHXC operator contains all the electron–electron
interactions (Hartree, exchange and correlation) and is labeled the
self-energy operator. This equation indicates that all electron–
electron interactions needed to obtain G can be folded into SHXC

which is a 2-body operator, as the exact exchange SX operator
in HF theory, except that SHXC is dynamical, that is, energy-
dependent. The analysis of eqn (5) also shows that the self-
energy S is a functional of the Green’s function G, that is,
SHXC = SHXC[G], rather than a functional of the electron density
or of the density-matrix, as in DFT and HF, respectively. The
relationships between the HF, DFT and GW quantities are
summarized in Table 2.

By plugging the definition of G into the time Fourier-
transform of the Dyson equation, one obtains an eigenvalue
equation,

ĥ0ðrÞ þ VHðrÞ
h i

fnðrÞ þ
ð
dr0SXC r; r0; enð Þfnðr0Þ ¼ enfnðrÞ; (6)

where we have renamed the {gn} as {fn} and isolated the
exchange–correlation self-energy SXC from the classical Hartree
contribution. In this way, one recovers a ‘‘standard’’ eigenvalue
equation in which the {en} energies are the true occupied/empty
energy levels as measured in photoemission. What this self-
energy formalism tells us is that the exact mapping of the many-
body problem into a one-body eigenvalue equation leads to the
definition of an exchange–correlation potential SXC(r,r0;en) that
should be non-local, as the exact exchange SX(r,r0) in the HF
theory, but also orbital-energy-dependent, namely it depends on
the energy (en) of the state fn it is acting on.

These results are rather formal and one of the practical
questions is to know how the self-energy S[G] can be written
as a function of the Green’s function G. This is equivalent
to wondering, within the DFT framework, how to write the

relationship between the XC potential, VXC[n](r), and the
electron-density, n(r), that is, to define a XCF. While DFT
proceeds by exploiting the variational principle, Green’s func-
tion formalisms usually rely on perturbation theory. In fact,
the pioneering developments by the quantum chemistry com-
munity attempting to express the self-energy in successive
order of the bare Coulomb potential v, yielded, e.g., the ADC(n)
methods,31,32 that are now popular tools for evaluating transi-
tion energies.33 The GW approach taken by Hedin in 1964
adopts a different viewpoint by making a connection with the
linear response properties of the system, namely by looking
at the change of G under a local external perturbation U(r,t).
The seminal result, which we will not demonstrate here, is that
the functional dependence of SXC with respect to G can be
explicitly written as:

SXCð1; 2Þ ¼ �i
ð
d345vð1; 3Þ dGð1; 4Þ

dUð3Þ

� �
U¼0

G�1ð4; 2Þ: (7)

The connection with the response properties of the system
allows expressing SXC in terms of familiar quantities such as
the susceptibility, w(1,2) = qn(1)/qU(2), the inverse dielectric
function, e�1, and the screened Coulomb potential, W:

Wð1; 2Þ ¼
ð
d3e�1ð1; 3Þvð3; 2Þ

¼ vð1; 2Þ þ
ð
d34vð1; 3Þwð3; 4Þvð4; 2Þ; (8)

within a set of exact self-consistent equations, the Hedin’s
equations, leading in particular to:

SXCð1; 2Þ ¼ i

ð
d34Gð1; 4ÞW 3; 1þð Þ dð4; 3Þdð2; 3Þ þ @S

XCð4; 2Þ
@Vð3Þ

� �
;

(9)

with V = U + V H the sum of the (vanishing) perturbation and the
Hartree potential. Since the derivative (qSXC/qV) can further be
expressed as a function of W, we obtain to lowest order in the
screened Coulomb potential W:

SXCðr; r0;EÞ ¼ i

2p

ð
doeio0

þ
Gðr; r0;oþ EÞWðr; r0;oÞ; (10)

namely, the well-known GW approximation to the exchange–
correlation potential SXC written in an energy representation.
Including higher-order terms leads to the consideration of
‘‘vertex corrections’’ with increased computer cost. For the
sake of establishing connections with familiar techniques, the
GW self-energy can be compared to the expression of the bare
exchange in the same Green’s function formalism,

SXðr; r0Þ ¼ i

2p

ð
doeio0

þ
GHFðr; r0;oÞvðr; r0Þ; (11)

where GHF is the Hartree–Fock Green’s function obtained from
eqn (4) by setting {gn, en} to the HF eigenstates and eigenvalues. As
such, the GW formalism can be loosely defined as a dynamically
screened exchange formalism.

Table 2 Corresponding quantities and their relation within DFT, HF and
one-body Green’s function (G) formalisms. The time (t+ = t + 0+) is
infinitesimally larger than (t)

Density Density matrix 1-Body G

n(rt) = �iG(rt,rt+) g(r,r0,t) = �iG(rt,r0t+) G(rt,r0t0)

Exchange correlation
potential

‘‘Bare’’ exchange HF
and hybrids

Self-energy
(GW)

VXC[n](r) SX[g](r,r0) SXC [G](r,r0;E)

Chem Soc Rev Review Article
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2.2 Practical GW theory: from G0W0 to self-consistent
approaches

In practice, the input Green’s function G needed to build SXC is
constructed from the ‘‘best available’’ one-body eigenstates,
that is typically KS eigenstates that are plugged into eqn (4)
to obtain G, whereas the susceptibility, w, is built from the
corresponding KS independent-electron susceptibility w0:

w0ðr; r0;oÞ ¼
X
m;n

fm � fnð Þfm
�ðrÞfnðrÞfn

�ðr0Þfmðr0Þ
o� em � enð Þ þ i0þ

; (12)

within, generally, a time-dependent Hartree scheme: w = w0 + w0vw.
The knowledge of G and w(o), leading to W(o), allows obtaining
the self-energy SXC in the GW approximation (GWA). One can
then correct the input Kohn–Sham eigenstates by replacing
the DFT exchange–correlation potential (VXC) contribution by
its self-energy SXC analog, namely, by using:

eGW
n = eKS

n + hfKS
n |SXC(eGW

n ) � VXC|fKS
n i, (13)

where, as can be seen, SXC needs to be calculated at the
targeted eGW

n energy. When starting from KS eigenstates gener-
ated with a specific XCF, e.g., with the PBE0 global hybrid,153

one labels this theoretical protocol as G0W0@PBE0 to describe
the used approach. In this notation, the ‘‘0’’ indexes for G
and W indicate that, in the spirit of perturbation theory, the
perturbation (SXC � VXC) is built from the input (0th-order)
Kohn–Sham eigenstates. Such an approach, even though
dramatically improving the KS result in the case of semilocal
XCF, is characterized by a rather large ‘‘starting point’’ dependency.
Indeed, the G0W0 electronic energy levels can significantly vary
with the choice of different XCF for the starting KS-DFT
calculations (see Fig. 2 and below). Strategies based on the
use of input Kohn–Sham eigenstates generated with tuned
global or range-separated hybrids, yielding already reliable
electronic energy spectra at the Kohn–Sham level, offer a
promising direction to reach accurate electronic energy levels
from such ‘‘single-shot’’ G0W0 calculations as shown in Fig. 2
with the G0W0@OTRSH results.83,161–163

Alternatively, one can use the corrected eigenvalues to
recalculate G, w0, W and S, a partially self-consistent scheme
labelled evGW. In this approach, the input KS eigenvectors, that
is, the molecular orbital coefficients, are conserved (frozen),
whereas the KS eigenvalues are updated. Such a method allows
improving the quality of the GW electronic energy levels,
removing much of the starting point dependency, as we discuss
below. Self-consistent schemes beyond the simple update of the
eigenvalues can be performed but at a significantly higher
computational cost. The quasiparticle self-consistent GW (QSGW)
approach proceeds by diagonalizing a symmetrized self-energy
operator in the starting Kohn–Sham basis in order to update
both eigenstates and eigenvalues,164 while fully self-consistent
approaches (SCGW) have also been used since the early days
of the GW technique.36 Finally, intermediate techniques with
update of only the Green’s function (GW0) have been explored140

with the advantage that the screened Coulomb potential W does
not need to be recalculated. Benchmark GW calculations

exploiting reference CCSD(T) calculations on extended atomic
or molecular sets appeared recently,83,163,165–168 indicating that
the improvements brought by the fully (SCGW) or quasiparticle
(QSGW) self-consistent calculations are somehow disappointing
with respect to their associated computational cost. This leaves
simple G0W0 techniques with optimal Kohn–Sham starting point
and partially self-consistent evGW calculations as accurate
and useful practical schemes allowing the study of systems
comprising more than one hundred atoms54,96,100,101 thanks to
the O(N4) formal scaling in standard GW implementations. As a
final note, we stress that, similarly to the techniques used to
fasten ADC(2) and CC2, e.g., Laplace transforms,35,169 the
scaling of GW calculations can be further reduced by using
appropriate algorithms that have been appearing recently,170–172

paving the way to applications on even larger systems.

2.3 From TD-DFT to Bethe–Salpeter

We can now proceed from TD-DFT to the Bethe–Salpeter
equation (BSE) by ‘‘replacing’’ the electron density n(r) with
the Green’s function G as the central variable, and the
exchange–correlation potential VXC[n] by the generalized self-
energy SXC[G]. Rather naturally, while the TD-DFT formalism
introduces the susceptibility w(1,2) as the linear response
coefficient between the variations of the electron density n with
respect to a local external perturbation U,3,4 the BSE approach
considers a generalized ‘‘4-point’’ response coefficient L(1,2;3,4)
as the variation of the Green’s function G with respect to a
non-local perturbation U,

wð1; 2Þ ¼TD-DFT @nð1Þ
@Uð2Þ ) Lð1; 2; 3; 4Þ ¼BSE�i@Gð1; 2Þ

@Uð3; 4Þ; (14)

with the relation: w(1,2) = L(1,1;2,2) since n(1) = �iG(1,1+) (see
Table 2). Similarly, the standard TD-DFT formula relating w to
the independent-electron susceptibility w0 through,

wð1; 2Þ ¼ w0ð1; 2Þ þ
ð
d34 w0ð1; 3ÞKDFTð1; 2Þwð4; 2Þ; (15)

where the DFT kernel, K is defined as:

KDFTð1; 2Þ ¼ vð1; 2Þ þ @V
XCð1Þ

@nð2Þ ; (16)

is replaced in BSE by:

Lð1; 2; 3; 4Þ ¼ L0ð1; 2; 3; 4Þ

þ
ð
d5678L0ð1; 2; 3; 4ÞXBSEð5; 6; 7; 8ÞLð7; 8; 3; 4Þ;

(17)

that stems from deriving the Dyson equation, eqn (5), by U(3,4),
with L0(1,2;3,4) = qG0(1,2)/qU(3,4), the independent-particle
4-point response, and XBSE, a generalized kernel that derives
from the exchange–correlation self-energy,

XBSEð5; 6; 7; 8Þ ¼ vð5; 7Þdð5; 6Þdð7; 8Þ þ @S
XCð5; 6Þ

@Gð7; 8Þ (18)
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that can be compared to its TD-DFT analogue, eqn (16), the
bare Coulomb potential term (v) originating in both cases from
the derivation of the Hartree potential. Plugging now the GW
approximation for the exchange–correlation self-energy, one
obtains,

XBSE(5,6,7,8) = v(5,7)d(5,6)d(7,8) � W(5,6)d(5,7)d(6,8)
(19)

where we have neglected the (qW/qG) derivative, following the
common assumption that the variations of the screening
properties with respect to variations of G can be neglected
to lowest order. Finally, the common approximation in the
BSE community which is the exact equivalent of the static
kernel approximation within TD-DFT,3 that is, the adiabatic
approximation, is generally applied. Indeed, one assumes that
W(1,2) C W(r1t1,r2t2)d(t1 � t2), i.e., one restricts W to its static
limit: W(r1,r2;o = 0). Fig. 3 offers a diagrammatic representation
of the BSE theory in terms of propagating holes and electrons,
with non-interacting and interacting processes.

Expressing the response functions in their energy represen-
tation L(r1r2r3r4;o) and projecting the space variables onto
the molecular orbitals {fi/a} allow expressing the excitonic
Hamiltonian in the usual fi(r)fa(r0) ‘‘transition’’ product basis,
and the excitation energies become the solution of the familiar
eigenvalue equation:

R C

�C� �R�

 !
:

Xl

Yl

 !
¼ Ol

Xl

Yl

 !
; (20)

with electron–hole eigenstate solutions reading:

cBSE
l re; rhð Þ ¼

X
ia

Xia
l fi rhð Þfa reð Þ þ Yia

l fi reð Þfa rhð Þ
� �

;

where {l, i, a} index the optical excitations, and the occupied
and unoccupied levels, respectively. In direct similarity with
TD-DFT, the Xia

l are the resonant (occup. - unoccup.) components
whereas the Y ia

l provide the non-resonant (unoccup. - occup.
deexcitation) contributions. Neglecting the non-resonant contribu-
tions leads, as in TD-DFT, to the Tamm–Dancoff approximation
(TDA). Focusing on singlet excitations, the ‘‘resonant’’ Hamiltonian
block reads:

RBSE
ai;bj ¼ da;bdi;j eGWa � eGWi

� �
� faðrÞfiðr0ÞWðr; r0ÞfbðrÞfjðr0Þ
D E

þ 2 faðrÞfiðrÞvðr; r0Þfbðr0Þfjðr0Þ
D E (21)

that can be compared to its time-dependent Hartree–Fock,

RTD-HF
ai;bj ¼ da;bdi; j eHF

a � eHF
i

� �
� faðrÞfiðr0Þvðr; r0ÞfbðrÞfjðr0Þ
D E

þ 2 faðrÞfiðrÞvðr; r0Þfbðr0Þfjðr0Þ
D E (22)

and TD-DFT counterparts,

RTD-DFT
ai;bj ¼ da;bdi; j eKS

a � eKS
i

� �
� faðrÞfiðr0ÞvLRm ðr; r0ÞfbðrÞfjðr0Þ
D E

þ 2 faðrÞfiðrÞKDFTðr; r0Þfbðr0Þfjðr0Þ
D E (23)

where we have selected, for pedagogy, a range-separated hybrid
incorporating some long-range vLR

m exact exchange contribution.
As shown by the comparison between the various formalisms,
the BSE/GW approach starts with the GW occupied/unoccupied
electronic energy levels, instead of the KS energy levels in the
TD-DFT approach. The standard interpretation of the BSE/GW
scheme is that the GW spectrum provides accurate occupied/
virtual energy levels, that can be directly compared to experimental
electron addition or removal energies, while the BSE scheme adds
the h2v � Wi matrix elements that represent the electron–hole
interaction leading to a reduction of the optical gap as compared
to the (photoemission) HOMO–LUMO gap.

Before turning to reviewing recent benchmarks and applica-
tions of the BSE theory performed on large molecular sets, let us
illustrate the differences between TD-DFT and BSE in the case
of the thymine nucleobasis for which highly-accurate reference
wavefunction calculations exist, namely CCSD(T) calculations of
the ionization potentials and electronic affinities,173 and CC3
calculations of the S1 optical excitation energy.174 Fig. 4 gives the
KS HOMO–LUMO gaps and lowest TD-DFT S1 singlet excitation
energies for the compound calculated with the PBE and PBE0 XCF.
The DFT/TD-DFT results are compared to the corresponding evGW
and BSE data starting from either PBE or PBE0 KS eigenstates.
Both TD-DFT and BSE calculations provide a lowest S1 singlet
excitation energy which is in good, even excellent, agreement with
the reference CC3 value. However, in the TD-PBE case, the optical
absorption (S1) onset is larger than the KS HOMO–LUMO gap,
which is dramatically smaller than the reference values. With
PBE0, the KS gap is significantly improved compared to PBE,
but remains too small compared to the reference calculations.
In contrast, the evGW gap is in close agreement with reference

Fig. 3 Diagrammatic representation of the Bethe–Salpeter formalism: L(1,2;3,4) represents the propagation of an electron–hole pair as a coherent
superposition of free electron and free hole propagation (L0) plus processes where electron and hole interact via the kernel XBSE that contains the
screened Coulomb potential W interaction and a bare exchange term (see eqn (19)).
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values using both starting XCF, and the electron–hole interaction,
contained in the BSE formalism, stabilizes the electron–hole pair
by ca. 4.9 eV, the ‘‘exciton’’ binding energy, bringing the BSE
transition energy in close agreement with the CC3 reference. The
present case of thymine also illustrates the stability of the evGW
and BSE/evGW data upon changing the starting XCF.

3 Applications

In this section, we will first describe the results obtained in
‘‘general’’ benchmarks of the BSE/GW energies and oscillator
strengths, before setting a specific focus on CT, cyanine and
triplet excitations, three families of ES that are known to be
challenging for standard TD-DFT (see Introduction). Eventually,
we discuss a few representative uses of the BSE theory within
more applied contexts.

3.1 Benchmarks: transition energies

As emphasized in the Introduction, the applications of the
BSE/GW formalism for the study of organic systems started to
appear in the late 1990s with the study of periodic systems
(molecular crystals, polymers, etc.) and comparisons were directly
made with available experimental optical measurements. More
recently, the development of several codes implementing BSE/GW
with the very same techniques as the one used in quantum
chemistry, namely the use of Gaussian bases with explicit calcula-
tions of 4-center 2-electron Coulomb integrals, or 3-center approxi-
mants using accurate Coulomb-fitting resolution-of-identity (RI)
techniques similar to the one often used in TD-DFT, ADC and
CC codes, allowed a direct comparison with highly-correlated
wavefunction approaches, such as CASPT2 and CC3. Benchmark
BSE calculations could then be conducted using the same geo-
metries and basis sets as in the ‘‘traditional’’ quantum chemistry
calculations. This allowed extensive comparisons to be carried out
for several families of molecular systems (quinones, porphyrins,
cyanines, etc.) and optical excitations (p–p*, n–p*, CT, Rydberg,
singlets and triplets, etc.)123–130 so that the ‘‘expected’’ accuracy
of BSE/GW can now be estimated for transition energies of
molecules.

Since the BSE excitation energies are built upon the GW
energy levels, the accuracy of the BSE excitation energies is
obviously related to that of the preceding GW calculation.

This was nicely illustrated by Bruneval and co-workers,124

who correlated the BSE/G0W0 error to the corresponding G0W0

error on the HOMO–LUMO gap for the well-known Thiel’s set of
compounds,174–176 that encompasses 103 singlet and 63 triplet
transition energies determined for 28 representative molecules
(unsaturated aliphatic hydrocarbons, aromatic compounds,
aldehydes, ketones, amides and nucleobases). For this set,
theoretical best estimates (TBE) mainly obtained at the CASPT2
or CC3 level for optical transitions,175 and at the CCSD(T) level
for electronic energy levels, are available. Exploiting the
fact that non-self-consistent G0W0 calculations display a very
significant dependence on the starting KS eigenstates, the
accuracy of the HOMO–LUMO gap, as compared to CCSD(T),
could be controlled by tuning the XCF used to generate the
input DFT eigenstates of the G0W0 calculations.124 As shown in
Fig. 5, the subsequent error on the BSE singlet excitation
energies correlates nicely with the error on the G0W0 HOMO–
LUMO gap. Further, the BSE average error for singlet excita-
tions comes close to zero when the G0W0 error on the gap
comes below a very few tenths of an eV.124 Although the optical
excitation energies – even low-lying – are not purely ascribable

Fig. 4 HOMO–LUMO gap and lowest singlet absorption energy (11A00) for thymine as calculated within (left) DFT and TD-DFT, with XCF = PBE or PBE0,
(center) evGW@XCF and BSE/evGW@XCF with the same XCF, and (right) reference quantum chemistry calculations, namely CCSD(T) for the HOMO–LUMO
energies and CC3 for the S1 energy (from ref. 173 and 174). All calculations performed with the aug-cc-pVTZ atomic basis set (see details in ref. 123).

Fig. 5 Correlation between the mean-signed error (MSE) on the BSE/
G0W0@XCF optical excitation energies and the corresponding MSE for the
non-self-consistent G0W0@XCF HOMO–LUMO gap where XCF are
various global (PBE, B3LYP, BHLYP) or range-separated hybrid (tCAM-B3LYP)
XCF. The average is taken over Thiel’s set of molecules (see text) and the
error is calculated with respect to CCSD(T) values for G0W0 data and TBE
for BSE excitations. Filled/empty symbols correspond to the lowest singlet/
triplet BSE excitations. Reprinted with permission from ref. 124. Copyright
2015 American Institute of Physics.
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to the HOMO–LUMO transition, such a correlation illustrates
that a prerequisite to an accurate BSE calculation is an accurate
GW estimate of the orbital energies. This can be reached with
several strategies, i.e., one can optimize the starting Kohn–
Sham energy levels for a non-self-consistent G0W0 approach, or
one can use an (affordable) self-consistency approach, such as
the evGW scheme. This is what is illustrated in Fig. 4 in the case
of thymine where evGW calculations starting from either PBE or
PBE0 are found to yield very close and accurate HOMO–LUMO
gaps, resulting in accurate and similar BSE S1 singlet excitation
energies. This latter BSE/evGW strategy was applied to the same
Thiel’s set by us.123 We showed that BSE/evGW excitation
energies determined starting from PBE or PBE0 are within
0.1 eV of each other and show a linear correlation coefficient
of 0.99. As compared to the TBE values, the BSE/evGW@PBE0
mean absolute error (MAE) is equal to 0.25 eV for singlet excita-
tions, clearly outperforming the corresponding BSE/G0W0@PBE0
perturbative approach that yields a MAE of 0.62 eV.123 It is
important to stress that, for the same set of transitions, that do
not encompass charge-transfer nor cyanine excitations, the
MAE obtained with TD-PBE0 and CC2 are both 0.23 eV.123,176

In other words, for that specific set, TD-PBE0 is clearly the most
effective approach in terms of accuracy/time ratio. However, the
BSE/evGW results have the clear-cut advantage of being much
less dependent on the XCF than their TD-DFT counterparts,
e.g., the TD-PBE and TD-CAM-B3LYP MAE are 0.53 eV and
0.31 eV, respectively,177 both significantly larger than the
TD-PBE0 error.

The advantage of BSE/evGW in terms of XCF-dependency over
‘‘standard’’ TD-DFT has also been illustrated using the recently
proposed Truhlar–Gagliardi set of molecular transitions.178 This
set includes valence (both n–p* and p–p*), Rydberg and CT ES
and reference values are taken from both experiment and
theory (see ref. 178 for details). As illustrated in the left panel
of Fig. 6, doubling the amount of exact exchange included in
the XCF by going from M06 (27%) to M06-2X (54%),156 induces,
as expected,19 a strong increase of the computed TD-DFT
transition energies, especially for the triplet, Rydberg, and CT
ES. The average increase is +0.34 eV for the 23 considered
transitions.131 In contrast, when going from BSE/evGW@M06 to

BSE/evGW@M06-2X (right panel in Fig. 6), the variations of the
transition energies induced by the XCF change are clearly
strongly reduced, with an average change of +0.09 eV.131

The only exceptions to this reduction are the n–p* transitions,
that undergo similar absolute changes at both TD-DFT and
BSE/evGW levels, a specific aspect that has been investigated in
a separate contribution.130 In Table 3, we list the MAE obtained
for several methods, using as reference, the values given by
Truhlar and Gagliardi.178 As can be seen, for this specific set,
BSE/evGW outperforms EOM-CCSD and provides an average
deviation equivalent to the one obtained with CASPT2, irrespective
of the starting XCF, which is certainly a significant success as
BSE/evGW is much less computationally demanding than these
two wavefunction approaches. The errors obtained with TD-DFT
are larger, especially with TD-M06 that delivers poor estimates for
both Rydberg and CT transitions. However, one also notices that
the linear determination coefficients determined with respect
to the reference values obtained with BSE/evGW are signifi-
cantly smaller than their EOM-CCSD and CASPT2 counterparts,
that is, the ‘‘consistency’’ of the BSE/evGW results is rather
similar to the one obtained with TD-DFT.

Besides the above-described ‘‘theoretical’’ benchmarks,
comparisons with experimental data have also been made. This
however is not as straightforward for at least three reasons:
(i) one should select an atomic basis set large enough so as to
deliver transition energies close enough to convergence; (ii) the
vast majority of experimental measurements are carried out in
condensed phases, and the impact of the environment tends to
be large for ES properties; and (iii) the vertical approximation,
that is, the consideration of a pure Franck–Condon transition
neglecting all vibrational effects, does not allow physically-
sound comparisons with experiments. In fact, the data affording
the most straightforward theory/experiment comparisons are the
0–0 energies,21,179,180 but, on the theoretical side, they require
the determination of vibrational energies of both the GS and the
ES, that, to date, have not been obtained from BSE/GW calcula-
tions due to the lack of analytical derivatives (see Section 5.1). To
circumvent these difficulties, while still offering fair comparisons
between TD-DFT, BSE/evGW and wavefunction methods, a specific
protocol was set up in ref. 125. In this protocol, the geometries
and vibrational frequencies are determined with TD-DFT, and
more precisely TD-M06-2X, the solvent effects are accounted for

Fig. 6 Impact of the change of XCF (from M06 to M06-2X) on the
excitation energies determined with TD-DFT (left) and BSE/evGW (right).
The blue, red and green histograms correspond to valence, Rydberg and
CT transitions, respectively. The stars indicate singlet–triplet transitions.
All values are in eV. Adapted with permission from ref. 131, Copyright 2017,
American Chemical Society.

Table 3 MAE (in eV) for different subsets of excitations for the Truhlar–
Gagliardi set of compounds (aug-cc-pVTZ atomic basis set). In the right-
most column, we also list the linear determination coefficient, R2, deter-
mined for the whole set of compounds. Values taken from ref. 131 and 178,
the total MAE is computed as 1/3 valence + 1/3 Rydberg + 1/3 CT

Method

MAE

R2Valence Ryd. CT Total

EOM-CCSD 0.27 0.24 0.42 0.31 0.98
CASPT2 0.15 0.20 0.29 0.21 0.99
TD-M06 0.29 0.78 0.57 0.55 0.92
TD-M06-2X 0.22 0.11 0.40 0.25 0.95
BSE/evGW@M06 0.31 0.25 0.09 0.21 0.95
BSE/evGW@M06-2X 0.28 0.12 0.15 0.18 0.95
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using a state-specific continuum model,7 whereas the vertical
transition energies are determined with different methods
using a large atomic basis set, namely, aug-cc-pVTZ, that
is known to provide converged results at both BSE/evGW181

and CC2 levels of theory.182 With this hybrid computational
protocol, the 0–0 energies determined with TD-DFT, BSE/evGW,
ADC(2) and CC2 could be compared to experimental measure-
ments for 80 fluorescent dyes containing between ca. 20 and
70 atoms.125 In Fig. 7, we report histograms showing the
deviations of the TD-DFT and BSE/evGW 0–0 energies taking
the CC2 values as reference. It is clear that TD-M06-2X has a
tendency to deliver 0–0 energies significantly above the CC2
values. If this effect could be attenuated by selecting a XCF with
a smaller ratio of exact exchange, this would probably be at the
cost of increasing the dispersion around the reference data.183

In contrast, the BSE/evGW values are symmetrically spread around
the CC2 energies, with only two cases with differences exceeding
0.4 eV.125 Table 4 provides comparisons with measured 0–0 data,
considering various subsets of compounds and methodologies.
Obviously, the average errors with respect to experiment are
similar with BSE/evGW, ADC(2) and CC2, ca. 0.15 eV, and are
also rather equivalent for both CT and cyanine derivatives, which
constitutes an impressive results. In contrast, TD-M06-2X delivers
significantly larger deviations, especially for cyanine derivatives,
an aspect that is detailed in Section 3.4.

To close this section, it is worth pointing out that two
studies benchmarked BSE/GW for small compounds containing
transitions metals.108,119 In the former investigation, the authors
explored a set of 39 small inorganic molecules108 and obtained,

with BSE/evGW@PBE0, a MAE of ca. 0.3 eV compared to
experiment, slightly above the result reached with TD-PBE0
(MAE of ca. 0.2 eV). In the latter work, the authors considered
transition metal atoms (Cu, Zn, Ag, and, Cd) as well as their
monoxide anions,119 and evaluated numerous BSE/GW flavors,
including some GW approaches with vertex corrections. Using
either BSE/evGW or BSE/G0W0 with vertex corrections, they
obtained a MAE of ca. 0.2 eV for their test set. Consequently,
these two works hint that the BSE/GW mean absolute deviations
reported in the above-described benchmarks of organic compounds
are not strongly different from the one that can be obtained on
compounds containing transition metal atoms.

3.2 Benchmarks: oscillator strengths

Fewer studies have been devoted to the assessment of the
accuracy of the BSE/evGW oscillator strength, f, though they
are also of prime importance for interpreting experimental
measurements. In fact, we are aware of only one general
benchmark devoted to this topic.126 In contrast, the TD-DFT f
values have been the subject of several studies,184–188 and the
same holds for wavefunction approaches.189–191 A major diffi-
culty in the field is to obtain accurate reference data, e.g., for
the above-mentioned Thiel’s set, CC3 f are significantly smaller
than their CC2 counterparts (see also below).190 This is why,
different complementary sets of molecules and theoretical
approaches were evaluated in ref. 126, but we do describe
only the results obtained for Thiel’s set herein. First, it was
demonstrated that the partially self-consistent GW process
decreases the impact of the starting XCF on the final BSE/evGW f
compared to the perturbative BSE/G0W0 approach. For instance,
for the s-triazine, starting with M06-L eigenstates, a meta-GGA free
of exact exchange, or M06-2X eigenstates, a GH with 54% of exact
exchange, almost doubles the computed f at the BSE/G0W0 level
(from 0.009 to 0.017 for the 1A2

00 ES, and from 0.200 to 0.357 for
the 1E0 ES) whereas it has a significantly milder impact
with BSE/evGW (from 0.015 to 0.017 for the 1A2

00 ES, and from
0.319 to 0.404 for the 1E0 ES). The latter approach also delivers
more accurate estimates compared to CC3 (0.016 and 0.386, for
the 1A2

00 and 1E0 ES, respectively).190 Secondly, the BSE/evGW
oscillator strengths were compared to their CC3 and ADC(3/2)
counterparts. As can be deduced from the results of Table 5,

Fig. 7 Histograms showing the repartition of the deviations of the TD-
M06-2X (left) and BSE/evGW@M06-2X (right) 0–0 energies compared to
their CC2 counterparts for 80 organic dyes. All values are in eV and have
been obtained on exactly the same geometries. Adapted with permission
from ref. 125, Copyright 2017, American Chemical Society.

Table 4 MAE (in eV) obtained for two specific subsets of dyes and for the
total 80-molecule set, considering experimental 0–0 values as references.
In the rightmost column, the linear determination coefficient, R2, for the
whole set of compounds is given. Adapted from Table 6 in ref. 125 – see
that work for technical details

MAE

R2Method CT Cyanine Total

ADC(2) 0.20 0.12 0.14 0.92
CC2 0.18 0.19 0.13 0.92
TD-M06-2X 0.24 0.45 0.24 0.90
BSE/evGW@M06-2X 0.17 0.18 0.15 0.91

Table 5 Results of a statistical analysis performed for the BSE/
evGW@M06-2X oscillator strengths determined for Thiel’s set using the
TZVP atomic basis set, considering the CC3/TZVP data of ref. 190 as
references. Both absolute (w/o units) and relative (in %) average errors
are reported. Adapted with permission from ref. 126, Copyright 2016,
American Chemical Society. See that work for details

Method Set

Abs. deviations Rel. deviations

MSE MAE MSE MAE

BSE/evGW@M06-2X All �0.000 0.018 6.7 22.5
p–p* �0.003 0.020 8.5 23.4
n–p* 0.000 0.000 �1.9 20.0

CC2 (ref. 190) All 0.030 0.033 28.0 32.8
ADC(3/2) (ref. 189) All 0.019 0.041 2.2 27.5
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which reports the absolute and relative errors compared to
Kánnár and Szalay’s CC3 data,190 BSE/evGW was found to deliver
accurate oscillator strengths for dipole-allowed transitions. Indeed,
BSE/evGW is associated with trifling MSE and MAE values, both
smaller than the one obtained with CC2 or ADC(3/2). While this
result seems spectacular, it might be partially related to the
specific sets of compounds considered.

3.3 Charge-transfer transitions

CT excitations, that are central in a wide variety of important
processes at the heart of photovoltaics, photocatalysis and
photochemistry, constitute a well documented case where
TD-DFT may lead to significant errors, especially if local or global
hybrid XCF with a rather low exact exchange ratio is used.192–194

Indeed, TD-DFT calculations with these XCF generally provide
very low transition energies for CT states, and, in addition, tend
to lead to spurious (non-physical) CT transitions.195 This
problem can be overcome by selecting RSH,154,184,196 but these
XCF tend to overestimate the transition energies for local
valence ES, so that simultaneously describing both families of
ES is not a cakewalk within the TD-DFT formalism.

The physics of CT excitations, which are excitations for
which the promoted electrons and holes left behind do not
spatially overlap, can be understood qualitatively by considering
the so-called Mulliken limit197 of a transition from the HOMO
of a donor molecule to the LUMO of an acceptor molecule
located at a distance R. In the limit of large R, the excitation
energy should become ECT = AE � IP � 1/R, where AE is the
electronic affinity of the acceptor, IP is the ionization potential
of the donor, and (�1/R) is the (attractive) Coulomb electron–
hole interaction, with the electron localized on the acceptor
and the hole on the donor after photo-excitation. The analysis
of the TD-DFT Hamiltonian, eqn (23), indicates that, in a 2-level
model and for large electron–hole distance, the transition
energy becomes:

ETD-DFT
CT ¼ eKS

L � eKS
H �

ð
drdr0 fLðrÞj j2vLRm ðr; r0Þ fHðr0Þj j2; (24)

where (H, L) index the HOMO and LUMO levels and wave-
functions, while vLR

m is the long-range exact-exchange potential
in a RSH formulation with an attenuation parameter of m. Due
to the spatial separation of the hole and electron, the product
fH(r)fL(r) involved in the integrals containing the DFT
kernel KHXC tends to zero at large R: the hole and the electron
simply do not interact within TD-DFT if the functional does not
contain any explicit exact exchange contribution. This simple
model outlines the problem faced by TD-DFT, namely the
(IP–AE) gap is replaced by its KS ansatz (eKS

L � eKS
H ) and the (�1/R)

electron–hole interaction can only be captured by the portion
of exact exchange in a GH, or the long-range fraction of exact
exchange in a RSH. In particular, if the long-range contribution
of exact exchange amounts to, e.g. 65%, as in the CAM-B3LYP
XCF,154 the long-range electron–hole attraction will be reduced
to (�0.65/R) and the accuracy of the TD-DFT transition energy
relies on a compensation of errors between that on the (IP–AE)
estimate and that on the long-range electron–hole interaction.

Turning now to the BSE/GW scheme and following eqn (21),
the same limit becomes:

E
BSE=GW
CT ¼ eGWL � eGWH �

ð
drdr0 fLðrÞj j2Wðr; r0Þ fHðr0Þj j2; (25)

with, as discussed above, (eGW
L � eGW

H ) designed to provide an
accurate estimate of (AE–IP) and the screened Coulomb potential
W reducing to the bare (unscreened) Coulomb potential, so that
the W matrix elements reduce correctly to (�1/R) at long distance
in a vaccuum, or (�1/eMR) in a medium of dielectric constant
eM, that is the physically-correct limit.

The use of BSE calculations to accurately reproduce optical
excitations displaying a large CT character was pioneered in the
study of organic crystals where low-lying excitations are of hybrid
localized and CT character, with a balance between the two limits
that strongly depends on the molecular building block (pentacene,
picene, etc.) and crystallographic structure.68,70–72,75,77,78

Concerning gas phase molecules and complexes, the correct
behavior of BSE/GW for both intramolecular93,97,99,101,117,118,121

and intermolecular95,96,98,100,107,114 CT excitations was demon-
strated in several studies, including the case of CT excitations
from nucleobases to water.107 As a first illustration, we report
in Fig. 8 the example of gas phase donor–acceptor complexes
for which experimental data exist and that have been initially
used as a benchmark for TD-DFT calculations performed with
the optimally-tuned Baer–Neuhauser–Livshits (BNL) RSH.198

Clearly, the BSE/evGW calculations are accurate as are the TD-BNL
calculations. The attenuation parameter (m) in the BNL XCF is

Fig. 8 (a) Comparison of theoretical and experimental absorption onset
energy for gas phase donor–acceptor dimers combining tetracyano-
ethylene (TCNE) with benzene, toluene, o-xylene, and naphthalene. These
transitions show a strong CT character. While TD-B3LYP yields dramati-
cally too small CT excitation energies, optimally tuned TD-BNL and BSE/
evGW@LDA calculations provide reliable estimates. The BSE/G0W0 transi-
tions are too small due to the underlying non-selfconsistent G0W0@LDA
calculations that yield too small a HOMO–LUMO gap (adapted with data
from ref. 95 and 198). Representation of the (b) hole-averaged electron
density and (c) electron-averaged hole-density for the lowest BSE singlet
cBSE
l=1(re,rh) excitation in an anthracene–TCNE complex.
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optimized to reproduce the correct (IP–AE) gap with a func-
tional form that displays 100% of long-range exact exchange. In
contrast, within the BSE formalism, the screened Coulomb
potential W is a parameter-free operator that yields the correct
electron–hole interaction in all ranges and for any dielectric
environment without the need for ‘‘tuning’’.

As stated above, many other demonstrations of the ability of
BSE/GW to accurately describe CT transitions have appeared. In
a 2010 work, Rocca and coworkers demonstrated that BSE gives
CT and local excited-states within a few tenths of eV of CASPT2
reference values in a prototypical dipeptide, whereas TD-DFT
accurately reproduces the latter but dramatically underestimates
the energy of CT transitions when a local XCF is used.93 This
success, obtained starting directly with KS eigenstates corrected
by opening the HOMO–LUMO gap to be more physically sound,
was confirmed for the same system three years later using more
‘‘standard’’ BSE/GW schemes.99 In 2012, the much larger zinc-
bacteriochlorin-bacteriochlorin dimer, that is the original system
discussed by Dreuw and Head-Gordon to reveal the limitations
of TD-DFT,194 was investigated96 and it was found that BSE/GW
provides CT transition energies close to the one obtained with
TD-CAM-B3LYP,199 that is much more accurate than the TD-DFT
ones obtained with local functionals or global hybrids.194,199 Of
course, beyond those ‘‘toy’’ systems, more realistic cases have
also been tackled. In 2012, Baumeier et al. studied dicyanovinyl-
substituted oligothiophenes showing internal acceptor–donor–
acceptor character and concluded that BSE nicely reproduces
experimental data with increasing number of central thiophene
units (see Fig. 9) with a better agreement when going beyond
the Tamm–Dancoff approximation.97 In 2016, Ziaei and Bredow
studied three large CT compounds used in thermally-activated
delayed-fluorescence and obtained highly accurate BSE energies
for all three systems, using an underlying GW approach in which
the orbital energies in G are updated and W is frozen to its starting
W0 value.114 Likewise the same authors have found a good match
between BSE/GW and experimental results in a donor–acceptor

complex composed of a large central macrocycle substituted by
two perylene-bis-imide moieties, whereas the TD-DFT results
were strongly XCF-dependent for the same compound.121

Further, new ‘‘tools’’ have also been developed to extract
more information from BSE calculations. On the one hand,
paralleling the CT analysis models that have been designed for
TD-DFT200–202 and ADC,203 Hirose, Noguchi and Sugino have
recently set up a protocol to characterize the exciton as local,
charge-transfer, Rydberg, etc. within the BSE/GW formalism.118

On the other hand, Wehner and Baumeier developed an approach117

to quantify excitonic couplings in intermolecular CT cases, building
on the diabatization techniques pioneered by Kaczmarski and
coworkers in the BSE framework for the study of the retinal
chromophore ES surface.92 Such studies open the door to the
study of exciton motion or energy transfer processes between
molecular units, a formidable field to be explored with the present
BSE formalism. Besides applications, these works certainly
constitute useful steps to obtain more insightful analyses of
the results given by BSE/GW calculations.

Finally, as a concluding remark for this section, the need to
go beyond local kernels, within both BSE or TD-DFT with
hybrid functionals, was also clearly demonstrated in the study
of simple inorganic semiconductors such as silicon204,205 where
the large average distance between holes and electrons in the
so-called Wannier excitons required as well a proper description of
long-range electron–hole interactions, bridging the problematics
that quantum chemists and solid-state physicists were facing.

3.4 Cyanine dyes

Cyanine derivatives, in which a positive or negative (formal)
charge is delocalized over a p-conjugated unit containing an
odd number of atoms, are of prime importance in dye chem-
istry. This is because these compounds allow simultaneously
achieving redshifted absorption and emission wavelengths
together with extremely large extinction coefficients. For instance,
one of the most popular fluorophores, namely BODIPY, can
be viewed as a cis-constrained cyanine.206 It is well-recognized
that TD-DFT has difficulties in providing accurate transition
energies for these systems,207–210 a problem for which the
current state-of-the-art has been summarized in a 2015 review.20

In short, irrespective of the selected XCF (semilocal, GH or RSH),
the TD-DFT transition energies tend to be too large, contrasting
therefore with the CT cases for which TD-DFT tends to under-
estimate these energies. This is due to a particularly strong
electronic reorganization when going from the GS to the ES:
differential electronic correlation effects are large. While wave-
function approaches accounting for dynamical correlation, such
as ADC(2),211 CC2209 and CASPT2,207,209 are able to capture
these effects, TD-DFT fails to do so.

First, for the prototypical model streptocyanine chains of
increasing length (see top of Fig. 10), it was shown that the
BSE/evGW transition energies are very close to reference CC3
values,209 with deviations systematically smaller than 0.1 eV for
chains containing between 3 and 9 carbon atoms.105 As can be seen
in Fig. 10, the BSE/evGW values are, in addition, bracketed by the
multi-reference CASPT2 and diffusion Monte-Carlo data (DMC)

Fig. 9 Evolution with the number of thienyl units (n) of the absorption
energies of the substituted oligomers showed at the top, using TD-B3LYP
(empty squares) and various BSE/GW variants (full, dashed and dotted
lines). The experimental values are given as crosses. Adapted with permis-
sion from ref. 97. Copyright 2012 – American Chemical Society.
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and are clearly much more accurate than TD-DFT values,
even when the double-hybrid B2PLYP XCF is selected.212 This
success has motivated further applications of the BSE/evGW
theory aiming to reproduce the experimental 0–0 energies of
‘‘real-life’’ cyanine derivatives, namely fluoroborate derivatives104

and arylcarbonium dyes,127 using protocols similar to the one
applied in the 80-molecule 0–0 benchmark described in Section
3.1.125 In the former study, the MAE obtained with TD-DFT
attains 0.42 eV for a set of 10 BF2-bearing dyes, and this error
could be divided by almost a factor of three when using BSE/
evGW (0.15 eV).104 In the second work, two substituted Michler’s
hydrol blue and three acridine cationic compounds were
described with TD-DFT, ADC(2) and BSE/evGW considering a
palette of environmental models.127 It was concluded that
the former method systematically overestimates the transition
energies, whereas the two latter provide much more accurate
values. Despite the relatively small number of molecules treated
up to now, it seems therefore rather clear that BSE can be
advantageously applied to model cyanine transitions.

3.5 Triplet excitations

Owing to the similarities between the BSE, TD-DFT and TD-HF
formalisms, with BSE standing as a time-dependent screened-
exchange approach, the question of the Hartree–Fock
triplet instability, and its consequences on TD-DFT triplet
calculations,23,213–215 is clearly expected to impact the calcula-
tion of triplet excitation energies within BSE. In fact, comple-
menting the benchmarks performed for singlet excitation
energies over Thiel’s set of molecules and transitions,123,124

similar studies were performed for triplet excitations in com-
parison with quantum chemistry wavefunction methods.128,129

As shown in Fig. 5, the MSE for the triplet transitions in Thiel’s
set was found to be as large as ca. �0.6 eV when a BSE/G0W0

approach that provided excellent singlet excitation energies was

adopted, that is, when the KS eigenstates generated with a XCF
containing a significant amount of exact exchange were used as
input.124,129 Similar underestimations of the reference triplet
energies were disappointedly reported when considering BSE/
evGW, starting with various hybrid XCF,128,129 namely when
using a BSE approach shown to yield small errors for singlet
excitations.123,129 Clearly, at least in Thiel’s set of molecules,
the BSE formalism yields triplet excitation energies that are too
low as compared to the corresponding singlets, yielding too
large singlet–triplet splittings, DS1–T1

, a parameter of prime
importance in third-generation phosphors relying on thermally
activated delayed fluorescence. Whether these large errors
found for small compounds do pertain in larger molecules
remains however an open question.

Following previous analyses carried out within the TD-DFT
framework,23,213–215 the application of the Tamm–Dancoff
approximation,213 namely the neglect of the non-resonant (C)
blocks in the eigenvalue problem of eqn (20), was found to
generally improve the calculation of triplets with BSE, by
inducing a ca. 0.15 eV blueshift of their energy,128,129 an effect
presenting a sign and magnitude similar to the one found in
TD-DFT. However, since the Tamm–Dancoff approximation
also induces a blueshift of the BSE singlet excitation energies,
the DS1–T1

splittings are not significantly improved, with an
error of the order of ca. 0.2–0.3 eV for both the full-BSE/evGW
and the TDA-BSE/evGW calculations.128 This is illustrated in
Fig. 11 in the case of BSE/evGW@M06-2X calculations for
Thiel’s set. With full-BSE, the singlets are accurately described
and the triplets significantly too low, whereas with TDA one
improves the description of the triplets (though not sufficiently),
at the cost of degrading the accuracy for singlets. However, it is
noteworthy that for acenes, the TDA completely removes the
triplet instability that occurs with increasing number of rings,129

with an evolution of the BSE (T1/TTDA
1 ) ratio with oligomeric

length that is reminiscent of that obtained with RSH.215 Never-
theless, for pentacene, the TDA DS1–T1

splitting still remains very
large, ca. 0.2 eV.129 More generally, for the acene series, it was
also found that the accuracies provided by BSE or TDA-BSE for
singlet and triplet excited-states significantly differ.84

Within a TD-DFT approach relying on range-separated
hybrids, the amount of short or long-range exchange, and the

Fig. 10 Evolution with chain length of the error (in eV) in the lowest
excitation energy of streptocyanine derivatives obtained with several
methods, considering the CC3 data as reference. The circles represent
wavefunction approaches, the triangles and diamonds TD-DFT results,
whereas the squares correspond to BSE/evGW data. Adapted with permis-
sion from ref. 105, Copyright 2016, American Chemical Society.

Fig. 11 Comparisons between the CC3 and BSE/evGW@M06-2X (left)
and TDA-BSE/evGW@M06-2X (right) panel for the singlet (dark blue) and
triplet (light blue) excitation energies in Thiel’s set. The central line
indicates a perfect match. All values are obtained with the TZVP atomic
basis set. Adapted with permission from ref. 128, Copyright 2016, American
Chemical Society.
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attenuation parameter, can be tuned, providing flexibility to
simultaneously optimize the HOMO–LUMO gap, the S1 energy
as well as the S1–T1 energy splitting.215 Within the BSE/GW
formalism, the screened Coulomb potential W can only be
marginally tuned by varying the input KS eigenstates. As a
consequence, the calculation of accurate triplet energies and
singlet–triplet energy splittings within BSE stands as a challenge
to the community.

3.6 Further applications

Besides benchmark works and investigations focussed on a
class of excitations, there have been several BSE/GW studies
devoted to more specific cases and we will briefly describe some of
these works. In 2014, Noguchi and coworkers investigated the firefly
luciferin anion, a hallmark chromogen of bioluminescence.106

As can be seen in Fig. 12, these authors found that the BSE/
G0W0 approach could nicely reproduce the experimental line
shapes for both Rydberg (sky blue background) and resonant
(yellow background) excitations, though the BSE spectra were
0.5 eV blueshifted compared to experiment. TD-B3LYP was
found less accurate in these spectral regions. For the lower lying
excitations (white background), the agreement was less obvious,
though it appeared that TD-B3LYP was probably more suited to
describe that spectral domain.106 Coccia et al. performed a
detailed analysis of the geometrical and optical signatures of a
model carotenoid combining variational Monte Carlo to obtain
accurate bond length alternation (BLA) and BSE to model both
the Bu and Ag-like excited-states of this polyene.103 They notably
showed that the dependence of the former ES energy on the BLA
was enhanced in BSE compared to TD-DFT. The same group
investigated other biological chromogens in various environ-
ments in further works.102,216 In 2017, Noguchi and Sugino
investigated a series of cycloparaphenylenes (CPP) containing
between 3 and 16 units at the BSE/G0W0 level.120 They reached
very good agreement between their simulated UV/Vis spectra

and the experimental measurements irrespective of the con-
sidered CPP size, allowing a careful analysis of the nature of the
involved ES. They concluded that the optical spectra of these
compounds can be analyzed in terms of their nodal structures
and that, starting from the decamer, the nature of the excited-
state becomes rather insensitive to the CPP size.

Concerning the optical properties of molecular solids,
several studies emphasised the interplay between localised
(Frenkel) and charge-transfer excitations as probed by optical
experiments,68,70–72,75,77,78,83 revealing on the one hand, that
the character of optical excitations is driven by the electron and
hole hopping energies from one site to another and, on the
other hand, by the electron–hole interactions composed of
the direct screened interaction and bare exchange terms (see
eqn (21)). Beyond ‘‘zone-center’’ optical excitations, Cudazzo and
coworkers78 further explored the dispersion of the excitations as
a function of the electron–hole center of mass momentum, a
well-defined quantity in periodic systems (see Fig. 13). Such a
study provided a way to revisit, at the BSE level, the physics of
singlet fission in organic solids such as pentacene,84,217 with a
novel mechanism unravelling the decay of zone-center (Q = 0)
singlet excitations into two triplet excitations with opposite (Q)
and (�Q) momentum.217

Targeting now photovoltaic applications, calculations by
Baumeier and coworkers98 emphasized the strong impact of
the donor and acceptor relative molecular orientation on the
energy difference between the lowest S1 excitation energy of the
donor and the lowest CT excitation, with the conclusion
that the geometry at the donor–acceptor interface in bulk-
heterojunction solar cells can dramatically affect the electro-
static energy profile, enhancing or impeding the electron–hole
dissociation (for larger scale electrostatic studies, see e.g. ref. 218).
As yet another example, Gala and coworkers studied a substituted
oligothiophene used in bulk-heterojunction solar cells,112 and
determined the properties of p-stacked dimeric structures of these

Fig. 12 Top: Experimental measurements for the firefly luciferin anion in
the gas phase. Center: Non-shifted (red line) or 0.5 eV shifted (green dotted
line) BSE spectrum. Bottom: Stick TD-B3LYP spectrum. Reproduced with
permission from ref. 106, Copyright 2014, American Institute of Physics.

Fig. 13 Map of the imaginary part of the macroscopic dielectric function
e2 evaluated as a function of the energy (vertical axis) and momentum
transfer (horizontal axis) along (a) the a* and b* axis of pentacene and
picene. Black circles are guides to the eye for the lowest energy excitons.
(CT + FR)� are symmetric/antisymmetric mixed (coupled) Frenkel and CT
excitations. Reprinted with permission from ref. 78. Copyright (2013) by the
American Physical Society.
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oligomers. They found that the experimental spectrum could not
be reproduced by accounting only for one molecule, and that a
better accuracy was obtained when considering the dimer,
which is consistent with the fact that intermolecular optical
transitions play a significant role.

More recently, BSE/GW investigations of large photoactive
molecules grafted onto nanoparticles appeared.115,122 In ref. 115,
targeting photovoltaic applications, the authors studied a well-
known push–pull dye (JK2) anchored onto TiO2 using a plane-
wave approach and obtained extremely good agreement between
theory and experiment for all relevant gaps and potentials,
which was a significant improvement compared to all previous
(TD-)DFT attempts. In ref. 122, BSE/evGW was used as a refer-
ence to select an accurate functional for TD-DFT simulations of
an azobenzene photochrome grafted onto a TiO2 nanoparticle.
Indeed, in such a system, there is a competition between
electron injection into the TiO2 conduction band and photo-
chromism once the trans-azobenzene has been excited, and the
selection of a specific XCF has a qualitative impact on TD-DFT’s
prediction, leading to an incertitude that could be lifted thanks
to BSE calculations.

4 Environmental effects: embedded
BSE implementations

As indicated in the Introduction, the tremendous success of
TD-DFT has been certainly accelerated by the development of
embedding techniques, within either the continuum model,
such as the well-known polarizable continuum model (PCM) of
the Pisa group,7–9,219 or various discrete polarizable models
(DPM)6,10,11,220–222 that all rely on the partitioning of the atoms
in several subsets treated at different theoretical levels, which
constitutes the basis of the QM/MM techniques. Indeed,
besides gas phase and periodic boundary calculations, these
embedding techniques allow quantum mechanical calculations
of photoactive molecules, accounting for the electrostatic and
dielectric (polarization) effects induced by the surroundings,
e.g., a solvent, an organic matrix, a metallic electrode, a protein, etc.

The seminal developments for merging the GW and BSE
formalisms with embedding techniques originated from a
panel of studies aiming at understanding the properties of
organic molecules interacting with metallic surfaces.51,52,223–225

The strong change in the electronic properties of a molecule
interacting with a metal, in relation with the ‘‘image-charge’’ that
stabilizes electrons and holes injected during a photoemission or
transport experiment, stimulated the development of such hybrid
techniques. Indeed, GW and BSE calculations performed by
explicitly considering all electrons in molecular systems adsorbed
onto surfaces remain computationally expensive.

The change of the electronic properties induced by the
environment might have several origins: (i) ground-state (GS)
‘‘crystal’’ field effects associated with the electrostatic field
generated by the environment; (ii) dispersion effects associated
with the hybridization of the electronic wavefunctions of
the considered compound with those of the environment,

and (iii) dynamical polarization effects describing the response
of the environment electronic cloud to the (fast) excitation in
the QM subsystem during a photoemission or optical excita-
tion. Since hybridization and delocalization effects cannot
be treated by combining the QM treatment with a classical
(discrete or continuous) environment, but only by including
a sufficiently large portion of the environment into the QM
subsystem, we will not discuss this aspect further.

The first effect, purely electrostatic and related to the GS, can
be easily captured within DFT using the standard implementa-
tions available in many quantum chemistry codes. In the case
of solutes, the effect of the fluctuating solvent molecules’
dipolar or quadrupolar fields can be either described by QM/
MM techniques combined with classical (force-field) molecular
dynamics, or with the PCM formalism relying on a dielectric
constant that accounts for the (slow) relaxation of all (nuclei +
electron) degrees of freedom, e.g., by using e0 = 78.39 in water.
Since the BSE/GW schemes require KS eigenstates as an input,
many-body calculations starting with embedded DFT calculations
will naturally capture these GS electrostatic effects. This strategy
was exploited by Varsano and coworkers in their BSE studies of
chromophores inside a realistic biological environment.102,103,216

The third effect, that is the dynamical (fast) electronic
response of the surrounding medium, can be incorporated into
the GW and BSE formalisms by ensuring that the screened
Coulomb potential W that acts on the QM subsystem accounts
for the dielectric response of both the QM and MM (or PCM)
environment. Formally, since there is no hybridization between the
two subsystems, one can show that the QM and MM independent-
electron susceptibilities just add up, straightforwardly leading to
the result that environmental polarization effects are fully included
in the screened Coulomb potential W build from eqn (8) provided
that the bare Coulomb potential v is dressed with the environment
reaction field, that is: v - v + vreac with vreac = vwMMv, where
wMM is the susceptibility of the MM (or PCM) subsystem. Such a
renormalisation technique of the W potential was also applied to
study the electronic properties of inorganic systems, including
nanotubes in bundles226 or stacks of 2D layers227 within the
so-called GdW approach.223

The inclusion of the surrounding medium dielectric
contribution into the screened Coulomb potential W, and the
related effects on the GW electronic energy levels and BSE
optical spectra, was pioneered in quantum chemistry by
Baumeier and coworkers, who described the environment as
a grid of polarizable centers reproducing, via, e.g., the Clausius–
Mossotti relation, the proper environmental (optical) dielectric
response (see Fig. 14).101 They specifically showed that the
energy ordering of localized and charge-transfer (CT) excitations
at donor/acceptor interfaces could be significantly altered by
medium effects, with important consequences on the electron–
hole pair separation mechanisms which is central in photo-
voltaic applications. Subsequently, the merging with the PCM
and GW formalisms was achieved,228 demonstrating that the
GW electronic energy levels could accurately capture the very
large variations of the ionization potential and electronic affinity
for DNA nucleobases immersed in water within a state-specific
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non-equilibrium approach, discriminating properly between
the dielectric response of water for GS slow degrees of freedom
(e0 = 78.39) and fast optical response (eN = 1.78) to the charged
excitations.229 Further, QM/MM implementations of the
GW and Bethe–Salpeter formalisms, with an atomistic descrip-
tion of the environment including both static field and dyna-
mical polarization, were developed for the treatment of purely
organic semiconductors,230 organic dopants in an organic
semiconductor,231 and polymers in explicit solvents prepared
with classical MD simulations.142

We conclude this section by emphasizing that existing
combinations of the GW and BSE formalisms with polarizable
models have relied so far on the inclusion of the low-frequency
optical dielectric response of only the surrounding medium,
neglecting its full energy dependence in the optical range and
beyond. While the existing tests and applications mentioned
above suggest that this is a valuable approximation, the BSE/
GW approach offers much more flexibility than, e.g., TD-DFT, to
account for the full dynamical response by defining a frequency
dependent reaction field built from the dynamical effective
medium susceptibility vreac(o) = vwMM(o)v. The use of simple
plasmon-pole models for the environment dielectric response
may be a first step in that direction.

5 Challenges

Besides the triplet problem mentioned above, several
challenges are still ahead of the Bethe–Salpeter community to
gain some of the visibility and wide usage that the TD-DFT
formalism is enjoying. While many aspects could be mentioned,
we emphasize first an important practical aspect, namely the
ability to calculate analytic forces in the excited states, which is
now usual in many TD-DFT implementations but remains to be
achieved at the BSE/GW level. Further, two more fundamental
issues, aiming at bridging the gap with reference wavefunction
quantum chemistry techniques, concern the ability to tackle
transitions with multiple excitation character, and the existence
of a clear path for systematic improvements, both being com-
monly found in single-reference quantum chemistry methods
such as CC and ADC techniques.

5.1 Analytic forces and energy surfaces in the excited state

The study of light emission (fluorescence, phosphorescence)
requires the ability to perform structural relaxations in the
excited state. However, while analytic forces in the excited
states have been implemented within TD-DFT,13,14,232–236 the
formalism for analytic BSE forces remains to be derived and
implemented. Besides expensive finite difference calculations,
a seminal exploration in the field was performed by Ismail-
Beigi and Louie under the approximation that one can neglect
the impact of displacing the nuclei positions on the screened
Coulomb potential, that is (qW/qRI) = 0, in the derivation of the
ES energy (qEl/qRI) gradients. This approximation was validated
in the case of the small CO and NH3 molecules by comparison
with explicit finite-difference calculations, an approximation
later corroborated by applying the same approximation in
the calculation of the gradient of the GW energy levels.237,238

However, much larger test sets on more realistic systems are
still to be carried out for better assessing the error introduced
by assuming the stationarity of W. Further, as recently shown in
the case of deriving analytic forces within the RPA formalism,239

the use of real-space-grid and (imaginary) time formalisms
allows obtaining simple expressions for the derivative of the
susceptibility, opening the door to manageable expressions for
the gradients of W.

5.2 Beyond the adiabatic approximation and multiple
excitations

A serious and well-known TD-DFT limitation is the standard
adiabatic approximation, namely the assumption that the
exchange–correlation potential vxc(t) is local in time, that is it
depends only on the charge density n(t) at the same time (t),
and not on charge densities n(t0) at earlier times, washing out
memory effects. While going beyond the adiabatic approxi-
mation within TD-DFT remains as a challenge,240,241 the GW
and BSE formalisms straightforwardly include memory effects
as they rely on the dynamical susceptibility w(o) and the related
dynamically screened Coulomb potential W(o). However,
in practice, standard BSE calculations impose the adiabatic
approximation for numerical tractability purposes, namely using
only the low-frequency limit W(o = 0). As such, the formalism for
going beyond the adiabatic approximation within BSE exists,
and it is a matter of computational efficiency that limits its use.
Calculations with a dynamical W have been performed
on realistic systems such as rhodopsin and yellow proteins
within a simplified analytic ‘‘plasmon-pole’’ description of the
dynamics of the dielectric response, typically leading to red-
shifts of up to 0.3 eV for the n–p* transition energies compared
to adiabatic calculations.90 The effect was however found to be
much smaller in the case of p–p* transitions.90,97 Further, a ca.
0.3 eV redshift was found in the case of the triplet excitations of
sexithiophene molecules, a dynamical shift reduced however
to 0.1 eV for singlet excitations.82 Besides potentially providing
an improved description of ‘‘standard’’ optical excitations,
going beyond the adiabatic approximation should possibly
allow tackling multiple excitations, as discussed both within

Fig. 14 Pioneering QM/MM implementation of GW/BSE. (left) Partitioning
into the QM (pink) and MM (blue) subsystems, with a regular grid of
polarizable centers in the classical environment reproducing the correct
dielectric constant. (right) Renormalisation by the polarizable environment
of localized and charge-transfer (CT) optical excitation energies in a para-
digmatic donor/acceptor complex of interest for photovoltaics. Reprinted
with permission from ref. 101. Copyright 2014 American Chemical Society.
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the TD-DFT242,243 and BSE frameworks.244–246 Concerning the
connections between TD-DFT and BSE, it is worth mentioning
that Romaniello and coworkers precisely constructed a dynamical
kernel for TD-DFT by mapping the 4-body BSE dynamical
response function L onto the 2-body standard susceptibility w
response function,243 illustrating the interplay between these
two methods that may emerge in the future. Alternatively,
Rebolini and Toulouse246 used a range-separated approach to
combine standard adiabatic TD-DFT in the short range and
dynamical Bethe–Salpeter in the long range, providing another
direction for combining these two techniques and improving
their accuracy-to-cost ratio.

5.3 Is there a systematic path to accuracy improvement?

As emphasized above, the standard BSE formalism offers a very
good compromise between computer cost and accuracy, with a
reliable description of localized, charge-transfer, cyanine-like,
Rydberg, etc. excitations, and a scaling with system size, in terms of
computational cost requirements, identical to TD-DFT. A potential
advantage of the BSE formalism, as compared to TD-DFT, is that it
relies on perturbation theory, offering thus in principle a pathway
to improve the accuracy by including higher order terms at the cost
of increased computational efforts. In the GW and BSE community,
higher order contributions in terms of the screened Coulomb
potential are labelled vertex corrections,47,247 and pioneering
studies on their impact at both the GW and BSE levels have
recently appeared for molecular systems.248,249 The results were
somehow mitigated. Maggio and Kresse249 emphasized the need
to combine full self-consistency with vertex corrections, as
known in the case of inorganic systems,250 which goes on a
par with recent reports showing that full self-consistency without
vertex corrections leads to rather poor GW results.140,163 Hung
and coworkers248 advocated a different treatment at the GW level
for occupied and virtual states before proceeding with BSE
calculations. Therefore, it is yet too early to conclude that there
is a systematic way to significantly improve the accuracy of BSE
results as compared to simple pragmatic approaches such
as the optimization of starting Kohn–Sham functional, or the
self-consistency on the eigenvalues only when starting from
standard global hybrids such as PBE0 or M06-2X.

6 Summary

The present Review illustrates that the Bethe–Salpeter formalism
may stand as a valuable alternative to TD-DFT for the community
of chemists studying the properties of chemical systems of interest
for photovoltaic applications, light-emitting devices, photocata-
lysis, fluorescence, etc. As compared to TD-DFT in the so-called
Casida’s formulation, the BSE formalism presents the same
familiar eigenstate representation in terms of single-electron
transitions between occupied and virtual molecular orbitals,
with the same computer-time scaling with system size that
enables the study of systems containing a few hundred atoms.
Further, recent implementations based on standard Gaussian
atomic basis sets and resolution-of-identity techniques allow its

straightforward use by the quantum chemistry community,
leading to fair comparisons with the DFT and wavefunction
methods currently used by this community. However, and
beyond similarities, the BSE formalism relies on different expres-
sions for the constitutive matrix elements, with the inclusion of
proper addition and removal electron energies and non-local
screened Coulomb interactions between electrons and holes. These
differences allow solving some of the well-known problems that
TD-DFT is facing with in particular more accurate charge-transfer,
cyanine or Rydberg excitations, while providing for localized
(Frenkel) excitations a similar accuracy as the one obtained with
the best TD-DFT or second-order wavefunction methods, such
as, ADC(2), CC2 and, even in some cases, CASPT2. Importantly,
such a reliability is obtained with an approach that suffers much
less from the functional dependency that complicates the use of
TD-DFT for studying unknown systems or compounds in which
several excited-states of different nature play a role. Such a
starting point insensitivity can be easily obtained by using GW
addition or removal energies obtained either using simple
partial self-consistent schemes such as evGW, or by tuning the
starting DFT functional such that the Kohn–Sham and resulting
GW spectra (ionization energy, HOMO–LUMO gap, etc.) agree,
two schemes that do not require any experimental input.

Concerning upcoming developments, we emphasized that
the BSE formalism relies on a many-body Green’s function
formalism that provides a documented way to include dynamical
effects, namely memory effects, beyond the standard adiabatic
approximation, offering a potential path to the study of transi-
tions with multiple excitation character. Further, the inclusion of
higher order terms, labeled vertex corrections, should allow in
principle systematic improvements of the accuracy, at the cost
certainly of increased computational requirement. It is however
too early to conclude that such a development may result in a
formalism that can compete with the accuracy-to-cost ratio that
is attained with e.g. coupled-cluster techniques that provide a
well defined path to accuracy with increasing order.

While the BSE formalism can be straightforwardly implemented
in a TD-DFT code once the (static) screened Coulomb potential and
GW energy levels are obtained, it remains that the GW calculation of
the true electron addition/removal energies, as calculated within
photoemission, stands as the main bottleneck in terms of imple-
mentation and computer cost, even though presenting also an
O(N4) scaling with standard resolution-of-identity techniques.
Still, the GW formalism has now been implemented in several well-
known Gaussian-based generalist quantum chemistry codes, such
as Turbomole168 and CP2K,251 or dedicated codes,140,165,166,252

notwithstanding historical planewave implementation in codes such
as VASP. Further, clever algorithms are starting to pave the way
to GW calculations with reduced cost and scaling,54,115,170–172,253

highlighting the potential for an increasing popularity in the
quantum chemistry community.
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