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#### Abstract

Rational and algebraic Padé approximants are applied to Møller-Plesset (MP) perturbation expansions of energies for a representative sample of atoms and small molecules. These approximants can converge to the full configuration-interaction result even when partial summation diverges. At order MP2 (the first order beyond the Hartree-Fock approximation), the best results are obtained from the rational [0/1] Padé approximant of the total energy. At MP3 rational and quadratic approximants are about equally good, and better than partial summation. At MP4, MP5, and MP6, quadratic approximants appear to be the most dependable method. The success of the quadratic approximants is attributed to their ability to model the singularity structure in the complex plane of the perturbation parameter. Two classes of systems are distinguished according to whether the dominant singularity is in the positive half plane (class A) or the negative half plane (class B). A new kind of quadratic approximant, with a constraint on one of its constituent polynomials, gives better results than conventional approximants for class B systems at MP4, MP5, and MP6. For $\mathrm{CH}_{3}$ with the $\mathrm{C}-\mathrm{H}$ distance at twice the equilibrium value the quadratic approximants yield a complex value for the ground-state electronic energy. This is interpreted as a resonance eigenvalue embedded in the ionization continuum. © 2000 American Institute of Physics. [S0021-9606(00)30208-2]


## I. INTRODUCTION

Møller-Plesset perturbation theory (MPPT) ${ }^{1}$ is currently one of the most widely used methods of ab initio quantum chemistry. However, recent studies have suggested that the Møller-Plesset expansion might often be insufficiently convergent to yield dependable results. ${ }^{2-8}$ The zeroth-order of MPPT is the Hartree-Fock approximation, described by the Fock operator, $\hat{F}$. The Hamiltonian $\hat{H}$ is partitioned as

$$
\begin{equation*}
\hat{H}=\hat{F}+z \hat{\phi}, \quad \hat{\phi}=\hat{H}-\hat{F}, \tag{1}
\end{equation*}
$$

where $z$ is treated as a perturbation parameter with the physical solution corresponding to $z_{\text {phys }}=1$. The resulting energy eigenvalues are functions of $z$ with asymptotic expansions

$$
\begin{equation*}
E(z)=\sum_{j=0}^{\infty} E_{j} z^{j} \tag{2}
\end{equation*}
$$

$E(z)$ can be estimated from partial summation of the asymptotic series, in terms of the summation approximants

$$
\begin{equation*}
S_{n}(z)=\sum_{j=0}^{n} E_{j} z^{j} \tag{3}
\end{equation*}
$$

$S_{0}$ is the Hartree-Fock approximation. $S_{1}$ is generally called "second-order Møller-Plesset theory" (MP2). Similarly, $S_{2}$ is referred to as MP3, $S_{3}$ as MP4, and so on. Computer programs are available for direct calculation of the $E_{j}$ for $j$ from 0 to $5,{ }^{9}$ although the computational cost increases significantly with $j$. For $j>5$ the $E_{j}$ can be extracted from configuration-interaction calculations. ${ }^{4,10,11}$

The recent studies ${ }^{2-8}$ have demonstrated that the convergence of the sequence $S_{n}$ can be unsteady. In particular, the studies by Olsen, Christiansen, and co-workers ${ }^{4,5}$ indicate
that $S_{n}$ can be a divergent sequence, so that $S_{n}$ will not approach the correct result even in the limit $n \rightarrow \infty$. Partial summation is divergent if there exists a singularity in the function $E(z)$ (a pole, a branch point, or an essential singularity) within the circle $z=\left|z_{\text {phys }}\right|$ in the complex $z$ plane. ${ }^{12}$ For MPPT, the singularity responsible for the divergence is expected to be a two-sheet branch point ${ }^{5,13}$ connecting the physical eigenvalue (i.e., the eigenvalue that approaches $E_{0}$ in the limit $z \rightarrow 0$ ) to a branch of $E(z)$ corresponding to the eigenvalue of an "intruder state." The intruder state is an excited state that becomes stabilized at nonphysical values of $z$, becoming degenerate with the physical state at a value $z_{s}$ corresponding to a branch-point singularity. In the case of MPPT for Ne , Christiansen et al. ${ }^{5}$ showed that at $z \approx-0.82$ the ground-state energy is equal to the energy of a state described by a wave function dominated by contributions from quintuple and higher excitations.

The sequence $S_{n}$ can have poor convergence because the functions $S_{n}(z)$ are polynomials, which are nonsingular at all finite $z$ and therefore can describe the singular function $E(z)$ only with limited accuracy. It is reasonable to expect that better results can be obtained by replacing the $S_{n}$ with approximants that have a singularity structure resembling that of $E(z)$. A class of multiple-valued approximants with branch-point singularities was devised by Padé over 100 years ago. ${ }^{14}$ These are algebraic approximants, which are algebraic generalizations of the rational approximants usually associated with his name. Algebraic summation approximants are not widely known, although their mathematical properties have been studied in some detail ${ }^{15-19}$ and they have been applied in recent years to a variety of problems including, for example, the calculation of complex eigenvalues for the H atom in an electric field ${ }^{20}$ and resonance ener-
gies in molecular vibration-rotation spectra. ${ }^{21-23}$ Here quadratic approximants (algebraic approximants of degree 2) will be applied to MP6 expansions calculated by He and Cremer ${ }^{3}$ for a representative set of atoms and small molecules and to large-order expansions of Olsen et al. ${ }^{4}$

## II. METHOD

The familiar rational Padé approximants,

$$
\begin{equation*}
S_{[L / M]}(z)=P_{L}(z) / Q_{M}(z) \tag{4}
\end{equation*}
$$

are ratios of polynomials $P_{L}, Q_{M}$, of degrees $L, M$, that satisfy the linear equation ${ }^{14,24}$

$$
\begin{equation*}
Q_{M} E-P_{L} \sim O\left(z^{L+M+1}\right) \tag{5}
\end{equation*}
$$

The notation " $\sim O\left(z^{m}\right)$ ', means that the asymptotic expansion of the left-hand side of the equation contains no terms proportional to powers of $z$ of degree less than $m$. (This formulation of $S_{[L / M]}$ differs slightly from that used by Bartlett and Shavitt, ${ }^{25}$ in which the correlation energy, $E$ $-E_{0}$, is summed rather than the total energy $E$.) By convention, $Q_{M}(0)$ is defined to be 1 . The remaining $M$ coefficients of $Q_{M}$ and the $L+1$ coefficients of $P_{L}$ are determined by the set of linear equations obtained by collecting terms in Eq. (5) according to powers of $z$.

Suppose we replace Eq. (5) with the quadratic equation

$$
\begin{equation*}
Q_{M} E^{2}-P_{L} E+R_{N} \sim O\left(z^{m}\right) \tag{6}
\end{equation*}
$$

The approximants for $E$ are then

$$
\begin{equation*}
S_{[L / M, N]}(z)=\frac{1}{2}\left[\frac{P_{L}}{Q_{M}} \pm \frac{1}{Q_{M}}\left(P_{L}^{2}-4 Q_{M} R_{N}\right)^{1 / 2}\right] . \tag{7}
\end{equation*}
$$

The functions $S_{[L / M, N]}(z)$ have two branches connected by branch-point singularities at the values of $z$ that are roots of the discriminant polynomial $P_{L}^{2}-4 Q_{M} R_{N}$.

Let

$$
\begin{equation*}
P_{L}=\sum_{i=0}^{L} p_{i} z^{i}, \quad Q_{M}=1+\sum_{i=1}^{M} q_{i} z^{i}, \quad R_{N}=\sum_{i=0}^{N} r_{i} z^{i} \tag{8}
\end{equation*}
$$

The $L+M+N+2$ coefficients $p_{i}, q_{i}, r_{i}$ can be determined from Eq. (6) with $m=L+M+N+2$, by collecting terms according to powers of $z$. To calculate $S_{[L / M, N]}$ the perturbation expansion, Eq. (2), must be known through order $n=L$ $+M+N+1$. This is the approach used in previous studies of quadratic approximants. For the lowest-order approximant, $S_{[0 / 0,0]}$, the solution is $p_{0}=2 E_{0}, r_{0}=E_{0}^{2}$, which implies that the discriminant is identically zero, and $S_{[0 / 0,0]}=E_{0}$ for both branches. Branch points are present for $n \geqslant 2$.

Alternatively, the value of $p_{0}$ or $r_{0}$ can be assigned as an arbitrary parameter. Then $m$ in Eq. (6) is $L+M+N+1$ and $S_{[L / M, N]}$ is determined from order $n=L+M+N$. If $r_{0}$ is the parameter, then the zeroth-order solution is

$$
S_{[0 / 0,0]}=\left\{\begin{array}{c}
E_{0},  \tag{9}\\
r_{0} / E_{0}
\end{array} .\right.
$$

If the order $n$ is large, the performance of either of these two approximant schemes should be about the same. At low orders the performance may differ; presumably, the scheme that at lowest order most accurately describes the qualitative
spacing at $z=z_{\text {phys }}$ of the energy levels involved in the dominant branch point will be the one that gives the best results. The singularity structure that has been identified for MPPT for $\mathrm{Ne},{ }^{5}$ involving the ground state and a highly excited state, suggests the use of a constrained approximant scheme with $r_{0}=0$. Then, according to Eq. (9), the ground-state energy will be initially set to the Hartree-Fock value, $E_{0}$, while the excited state will initially be assigned an energy of zero, so that the energy of the excited state will be approached from above. The conventional unconstrained approximants should be best for cases in which the branch point involves states that have nearly the same energy at $z=z_{\text {phys }}$.

## III. CONVERGENCE AT LARGE ORDER

To study the large-order behavior of MPPT, Handy et al. ${ }^{10}$ and Laidig et al. ${ }^{11}$ carried out full configurationinteraction (FCI) calculations for various small molecules and in the course of the computations took advantage of the intermediate iterations to estimate the MP energy expansion coefficients up to very large orders. They concluded that the partial sums of the expansions were convergent, although the initial convergence in some cases was slow and uneven for eigenstates not dominated by a single configuration. Recently, Olsen and co-workers ${ }^{4,5}$ carried out similar calculations but with augmented basis sets and found that the MP expansions even for the single configuration dominated systems $\mathrm{Ne}, \mathrm{F}^{-}$, HF , and $\mathrm{H}_{2} \mathrm{O}$ in fact diverged if the basis set inluded functions capable of describing diffuse excited states. The case of Ne was studied in detail ${ }^{5}$ and the divergence was attributed to an avoided crossing between the ground state and an excited state at $z \approx-0.82$, with the wavefunction for the excited state dominated by contributions from quintuple and higher excitations.

In principle, the MP expansion should converge to the FCI energy. Figure 1 shows the quantity $-\log _{10} \mid(S$ $\left.-E_{\mathrm{FCI}}\right) / E_{\mathrm{FCI}}$, which is a continuous measure of the number of accurate digits, vs the order $n$ of the perturbation expansion for Ne . Results are shown for four different summation approximant sequences $S$ : the partial sums, $S_{n}$; the rational Padé approximant sequence $S_{[0 / 0]}, S_{[0 / 1]}, S_{[1 / 1]}, \ldots$; the unconstrained quadratic Padé approximant sequence $S_{[0 / 0,0]}$, $S_{[1 / 0,0]}, S_{[1 / 0,1]}, S_{[1 / 1,1]}, \ldots$; and the quadratic approximants with $r_{0}=0$, in the same index sequence.

As stressed by Olsen et al., ${ }^{4}$ the behavior of the partial sums can depend strongly on the nature of the basis set. The two panels of Fig. 1 correspond to results from different basis sets. With the correlation-consistent polarized valence double zeta basis (cc-pVDZ) ${ }^{26}$ the partial sums converge reasonably well, but with the more accurate aug-cc-pVDZ basis, ${ }^{27}$ which is augmented with diffuse functions, the partial sums at first seem to converge, with closest approach to $E_{\mathrm{FCI}}$ at MP15, where $S_{14}-E_{\mathrm{FCI}}=0.000142$ hartree, but then gradually diverge. The rational approximants, the unconstrained quadratic approximants, and the $r_{0}=0$ quadratic approximants converge to the FCI limit for either basis set.

In the quadratic approximants the root of the discriminant polynomial nearest the origin of the complex $z$ plane should converge to the location of the dominant branch


FIG. 1. Convergence of summation approximants for the ground-state energy of Ne . The curves show $-\log _{10}\left|\left(S-E_{\mathrm{FCI}}\right) / E_{\mathrm{FCI}}\right|$, where $S$ is the value of the summation approximant. The summation methods are partial sums (dotted curve), rational summation (solid curve), unconstrained quadratic summation (dashed curve), and constrained $\left(r_{0}=0\right)$ quadratic summation (dashed-dotted curve). The expansion coefficients are from Ref. 4. The basis set used for the expansion in the left panel is the aug-ccpVDZ (frozen core) basis, which is augmented with diffuse functions. ${ }^{27}$ The right panel uses the cc-pVDZ (frozen core) basis without the diffuse functions. ${ }^{26}$ The FCI energies, $E_{\mathrm{FCI}}$, are -128.709476 hartree and -128.679025 , respectively. The dash-dot-dot lines indicate the precision of $E_{\mathrm{FCI}}$.
point, $z_{s}$. For the aug-cc-pVDZ Ne expansion, the quadratic approximants by order $n=6$ consistently place $z_{s}$ in the general vicinity of -1 . At $n=20$ the branch point position begins to stabilize at -0.8 . In contrast, with the cc-pVDZ basis the root nearest to the origin is at approximately $-2 \pm i$. Clearly, for this system the diffuse functions are needed to describe the intruder state responsible for the branch point within the circle of convergence. While this branch point


FIG. 2. Convergence of summation approximants for the ground-state energy of $\mathrm{F}^{-}$. The curves show $-\log _{10}\left|\left(S-E_{\mathrm{FCI}}\right) / E_{\mathrm{FCI}}\right|$, where $S$ is the value of the summation approximant. The summation methods are partial sums (dotted curve), rational summation (solid curve), unconstrained quadratic summation (dashed curve), and constrained ( $r_{0}=0$ ) quadratic summation (dashed-dotted curve). The expansion coefficients, from Ref. 4, were calculated with the aug-cc-pVDZ (frozen core) basis set. The FCI result is $E_{\mathrm{FCI}}=-99.669369$ hartree .
strongly affects the convergence of the partial sums, it has little effect on the convergence of the three kinds of Pade approximants.

Figure 2 shows results for $\mathrm{F}^{-}$, with the aug-cc-pVDZ basis. This is an especially difficult system for the partial sums, which diverge rapidly for $n>3$. The quadratic approximants place a branch point at -0.61 .

He and $\mathrm{Cremer}^{28}$ have designated systems as "class A", or "class B '" according to the sign patterns of the $E_{i}$ and have offered an interpretation of this classification in terms of patterns of electron localization. ${ }^{29}$ For class A systems the $E_{i}$ have same sign for all $i$ while for class B systems the $E_{i}$ at some point begin to alternate in sign. If the $E_{j}$ strictly alternate in sign in the limit of large $j$ then the dominant branch point must lie on the negative real axis. If they have the same sign then the branch point lies on the positive real axis. If the dominant branch points are a complex-conjugate pair in the negative half plane, then there will be regions of alternating signs with the pattern broken periodically by consecutive $E_{j}$ of the same sign. ${ }^{30}$ The period is

$$
\begin{equation*}
n_{0}=\pi / \arctan \left(\left|\mathcal{I} z_{s} / \mathcal{R} z_{s}\right|\right) \tag{10}
\end{equation*}
$$

If the dominant branch points are complex conjugates in the positive half plane, then there will be regions of only one sign alternating with regions of only the opposite sign. It seems reasonable to define class A systems as those for which the dominant singularity is in the positive half plane and class B systems as those for which the dominant singularity is in the negative half plane, in order to extend the classification scheme to systems with complex-conjugate dominant branch points. Note that branch points that do not lie on the real axis must occur in complex-conjugate pairs in order to be consistent with the fact that the $E_{j}$ are real numbers.


FIG. 3. Convergence of summation approximants for the ground-state energy of $\mathrm{CH}_{2}$. The curves show $-\log _{10}\left|\left(S-E_{\mathrm{FCI}}\right) / E_{\mathrm{FCI}}\right|$, where $S$ is the value of the summation approximant. The summation methods are partial sums (dotted curve), rational summation (solid curve), unconstrained quadratic summation (dashed curve), and constrained ( $r_{0}=0$ ) quadratic summation (dashed-dotted curve). The expansion coefficients, from Ref. 4, were calculated with the aug-cc-pVDZ (frozen core) basis set. The FCI result is $E_{\mathrm{FCI}}=-39.032446$ hartree.

Figure 3 shows results for $\mathrm{CH}_{2}$, which is a class A system. The quadratic approximants place a branch point in the neighborhood of 1.3. (At a few orders the approximants see this as a complex-conjugate pair at approximately 1.2 $\pm 0.1 i$.) Since $z_{s}$ is outside of the circle $|z|=1$, the partial sums are convergent, but the convergence is rather slow. All three kinds of Padé approximants converge much faster, but the convergence of the quadratic Pade approximants for $n$ $>8$ is uneven. The reason for this seems to be the placement of spurious branch points near $z_{\text {phys }}$. For example, for the unconstrained quadratic results in Fig. 3 the accuracy is less than or about equal to that of the partial sums only at $n$ $=13$ and 19. At $n=13$ the quadratic approximant has spurious branch points at 0.913 and 0.917 . At $n=19$ there is a spurious branch point at 0.949 .

In general, the number of branch points in the $S_{[L / M, N]}$ approximant will be either $2 L$ or $M+N$, whichever is greater. If there is only one branch point that is significantly affecting the expansion divergence, then the remaining branch points will be nonphysical. Ideally, they will be placed far from the origin or they will occur in almost coincident pairs. However, their positions can vary greatly from order to order and a nonphysical branch point close to $z_{\text {phys }}$ can seriously degrade the accuracy. There seems to be a tendency for the spurious branch points to appear in the vicinity of the dominant branch point, which implies that the large-order convergence of quadratic approximants will in general be steadier for class B systems than for class A systems. The rational approximants model a branch point by tracing a branch cut with a sequence of poles. ${ }^{24}$ Spurious poles affect the accuracy of rational Padé approximants, but


FIG. 4. Convergence of summation approximants for the ground-state energy of $\mathrm{CH}_{2}$. The curves show $-\log _{10} \mid\left(S-E_{\mathrm{FCI}}\right) / E_{\mathrm{FCI}}$, where $S$ is the value of the summation approximant. The summation methods are partial sums (dotted curve), rational summation (solid curve), unconstrained quadratic summation (dashed curve), and constrained ( $r_{0}=0$ ) quadratic summation (dashed-dotted curve). The expansion coefficients, from Ref. 4, were calculated with the aug-cc-pVDZ (frozen core) basis set. The FCI result is $E_{\mathrm{FCI}}=-25.218277$ hartree.
these are less likely because many poles can be employed to model a single branch point.

Figure 4 shows results for the BH molecule. This is a class A system. The dominant branch point of the quadratic approximants is reasonably stable through 10th order, con-


FIG. 5. Convergence of summation approximants for the ground-state energy of $C_{2}$. The curves show $-\log _{10} \mid\left(S-E_{\mathrm{FCI}}\right) / E_{\mathrm{FCI}}$, where $S$ is the value of the summation approximant. The summation methods are partial sums (dotted curve), rational summation (solid curve), unconstrained quadratic summation (dashed curve), and constrained ( $r_{0}=0$ ) quadratic summation (dashed-dotted curve). The expansion coefficients, from Ref. 4, were calculated with the aug-cc-pVDZ (frozen core) basis set. The FCI result is $E_{\mathrm{FCI}}=-75.730209$ hartree.
verging to approximately 1.6. Starting at 11th order the position of the branch point becomes unstable. At 15 th order the unconstrained approximant, which gives full agreement with the FCI energy, places the branch point at $1.5 \pm 0.2 i$. Since $\left|z_{s}\right|$ is relatively large in this case, $z_{\text {phys }}$ is well within the circle of convergence and hence the partial sums converge rather well, although their accuracy is usually somewhat lower than that of the other approximants. The poor result from the unconstrained quadratic approximant at order 5 is due to a spurious branch point at 1.006 .

Figure 5 shows results for the $\mathrm{C}_{2}$ molecule. The singularity structure of the quadratic approximants is quite stable in this case with the dominant branch points at -0.97 $\pm 0.34 i$ and another branch point pair at $1.18 \pm 0.36 i$. Because $z_{\text {phys }}$ is just barely inside the circle of convergence, the partial sums can be expected to converge at large order but the convergence will be very slow.

## IV. CONVERGENCE AT LOW ORDER

In practice, the most important question is how best to sum the MP expansion at low orders. The usual motivation for using MPPT is that its computational cost is significantly less than that of other $a b$ initio methods that include electron correlation. The large-order expansions considered in Sec. III do not offer this cost advantage, since they require an FCI calculation to obtain the MP expansion coefficients. Direct calculations of the $E_{i}$ can currently be carried out through MP6. ${ }^{29,31}$ He and Cremer ${ }^{3}$ have tabulated MP6 expansions for a variety of atoms and small molecules. Table I compares the convergence error from partial summation, rational Padé summation, and quadratic Padé summation for a representative sample of 16 of their expansions. The results are analyzed in Table II.

Table II compares the summation methods for the total sample of systems but also breaks down the results according the two classes. ( $\mathrm{H}_{2} \mathrm{O}$ with $R=2 R_{e}$ has branch points on the both the positive and the negative real axes, approximately equidistant from the origin. It is grouped with class B because the $E_{j}$ alternate in sign, indicating that the singularity at negative $z$ is dominant at these orders.) For MP2 the rational approximants are in all cases the most accurate, although, with the single exception of $\mathrm{F}^{-}$, the improvement over the other methods is relatively small. For MP3 the rational and the quadratic approximants are about equal in accuracy and almost always better than partial summation, although in general this advantage is significant only for class A systems. For class A systems at MP4 the quadratic and rational approximants are about equal in accuracy and almost always significantly better than partial summation. However, for class B systems at MP4 the rational Pade summation is consistently the worst of the methods while the constrained quadratic summation is usually the best. At MP5 and MP6 partial summation is usually the worst of the methods, both for class A and for class B. The constrained quadratic approximants are usually the best method for class B. For class A systems at MP5 the unconstrained quadratic approximants are best. For class A at MP6 all three Padé methods are about equally successful.

For a class A system the intruder state can be expected to be closer in energy to the physical state than in the case of a class B system, where the crossing occurs at a highly nonphysical negative value of $z$. Therefore, according to the discussion in Sec. II, the unconstrained quadratic approximants at low orders should be relatively better for class A systems while the approximants with $r_{0}=0$ will be relatively better for class B. In practice, the advantage of the $r_{0}=0$ approximants for class B is not apparent until MP4. At MP2 and MP3, the contributions to the $E_{j}$ from the singularities evidently are obscured by nonsingular contributions.

## V. RESONANCE EIGENVALUES

For one of the systems studied by He and Cremer, ${ }^{3} \mathrm{CH}_{3}$ with the $\mathrm{C}-\mathrm{H}$ distance set at twice the equilibrium bond distance, the quadratic approximants converge to a complex number. (This case was not included in Tables I and II.) The total energy for this system as given by the various summation methods is shown in Table III.

Vaŭnberg et al. ${ }^{20}$ have demonstrated that perturbation expansions for energy eigenvalues of the H atom in an external electric field converge to a complex energy when summed with quadratic approximants, even though the expansion coefficients are real. The H atom is unstable in an electric field. The real part of this complex energy eigenvalue is the energy of a resonance in the $e^{-}+\mathrm{H}^{+}$scattering continuum. The imaginary part is a measure of the resonance width, $\Gamma=2|I E|$, with the resonance lifetime given by $4 \hbar / \Gamma \cdot{ }^{37}$ Such resonances correspond to a complex-conjugate pair of eigenvalues. One of the eigenvalues corresponds to outgoing boundary conditions while the other corresponds to incoming boundary conditions. These two solutions are connected by a branch point on the positive real axis. Quadratic approximants have also been used to calculate complex eigenvalues for shape resonances ${ }^{21}$ and molecular predissociation resonances. ${ }^{21,22}$

The convergence of the MPPT to a complex energy suggests that $\mathrm{CH}_{3}$ with $\mathrm{C}-\mathrm{H}$ distance $R=2 R_{e}$ is a resonance in the $e^{-}+\mathrm{CH}_{3}^{+}$continuum, with energy -39.172 hartree and width 0.042 hartree. The convergence of the unconstrained quadratic approximants is faster than that of the $r_{0}=0$ approximants, as expected from the discussion in Sec. II. There is a stable branch point in the quadratic approximants at 0.71. Apparently, the stronger electron correlation in $\mathrm{CH}_{3}$ causes its energy to rise above that of the cation as $z$ increases.

## VI. DISCUSSION

Comparison of the accuracy of various kinds of summation approximants, using MP6 expansions for 16 representative atoms and molecules, leads to the following recommendations:
(a) MP2 should be summed with a rational [0/1] Padé approximant.
(b) MP3 should be summed with unconstrained quadratic Padé approximants.

TABLE I. $S-E_{\mathrm{FCI}}$, in hartree, where $S$ is a summation approximant of indicated type and order for MøllerPlesset perturbation theory. Numbers in parentheses come from approximants that have a branch point within a distance of 0.2 from the point $z=1$. The value shown for $z_{s}$ is the position of the branch point nearest the origin in the most accurate of the quadratic approximants at MP6. The expansion coefficients are from Ref. 3.


TABLE I. (Continued.)


| ${ }^{\mathrm{a}}$ Reference 32. | ${ }^{\mathrm{d}}$ Reference 35. |
| :--- | :--- |
| ${ }^{\mathrm{b}}$ Reference 33. | ${ }^{\mathrm{e}}$ Reference 32, $6 s 4 p 1 d$ basis set. |
| ${ }^{\mathrm{c}}$ Reference 34. | ${ }^{\mathrm{f}}$ Reference 36, $5 s 3 p 2 d$ basis set. |

TABLE II. Comparison of accuracies of summation approximants, from the results in Table I. The summation methods are partial summation $(S)$, rational Padé summation $(R)$, unconstrained quadratic summation $\left(Q_{u}\right)$, and constrained $\left(r_{0}=0\right)$ quadratic summation $\left(Q_{c}\right)$. One method is counted as more accurate than another if its summation error is at least $10 \%$ less. The entries are the number of systems for which the given relation is true. For example, ' ' $Q_{u}>R, S$ ', means that $Q_{u}$ is more accurate than $R$ and $S$. The numbers in parentheses show the results for the nine class A and the seven class B systems, respectively, considered separately.

|  | MP2 | MP3 | MP4 | MP5 | MP6 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $Q_{u}>R, S$ | 0 | $6(6,0)$ | $4(4,0)$ | $12(6,6)$ | $4(3,1)$ |
| $Q_{c}>R, S$ | 0 | 0 | $8(4,4)$ | $8(2,6)$ | $8(3,5)$ |
| $R>Q_{u}, S$ | $2(0,2)$ | $2(2,0)$ | $2(2,0)$ | $2(1,1)$ | $6(3,3)$ |
| $R>Q_{c}, S$ | $2(0,2)$ | 0 | $3(3,0)$ | $2(1,1)$ | $4(4,0)$ |
| $S>Q_{u}, R$ | 0 | 0 | $6(0,6)$ | 0 | $3(1,2)$ |
| $S>Q_{c}, R$ | 0 | 0 | $2(0,2)$ | 0 | $1(0,1)$ |
| $Q_{u}>S$ | 0 | $9(8,1)$ | $7(7,0)$ | $14(8,6)$ | $7(5,2)$ |
| $Q_{c}>S$ | 0 | $8(8,0)$ | $12(8,4)$ | $13(7,6)$ | $11(5,6)$ |
| $R>S$ | $2(0,2)$ | $8(8,0)$ | $8(8,0)$ | $14(7,7)$ | $11(6,5)$ |
| $Q_{u}>Q_{c}$ | 0 | $7(6,1)$ | $5(5,0)$ | $5(5,0)$ | $5(4,1)$ |
| $Q_{c}>Q_{u}$ | $16(9,7)$ | $2(2,0)$ | $8(1,7)$ | $6(2,4)$ | $9(3,6)$ |

(c) MP4 and MP5 should be summed with quadratic Padé approximants. For class A systems unconstrained approximants are best while constrained ( $r_{0}=0$ ) approximants are best for class B systems.
(d) Class B systems at MP6 should be summed with constrained ( $r_{0}=0$ ) quadratic approximants.

For class A at MP6 it is best to use one of the Pade methods rather than partial summation, but it is not clear which of the methods will be most reliable.

Table IV, which lists median ratios of errors from the recommended summation methods and from partial summation, gives an indication of how much improvement can be expected. For MP2 the median increase in accuracy from Pade summation is small. However, since the rational approximant $S_{[0 / 1]}=E_{0} /\left(1-E_{1} / E_{0}\right)$ is so easy to compute, and is more accurate than $S_{1}$ for all 16 systems in Table I, there is no excuse not to employ it. At higher orders there are occasional cases in which the partial sum is the most accurate result, but the median improvement from the recom-

TABLE III. Energy, in hartree, for $\mathrm{CH}_{3}{ }^{2} A_{2}^{\prime \prime}$ with $R=2 R_{e}$, from Møller-Plesset perturbation theory with indicated summation method and order. The full CI result is $E_{\mathrm{FCI}}=-39.303132$. ${ }^{\text {a }}$

| Order | Partial <br> sum | Rational <br> Padé | Quadratic Padé, <br> unconstrained | Quadratic Padé, <br> $r_{0}=0$ |
| :--- | :---: | :---: | :---: | :--- |
| $E_{0}$ | -39.123546 | -39.123546 |  | $-39.123546,0$ |
| MP2 | -39.160114 | -39.16148 | -39.123546 | $-39.160080,-0.036534$ |
| MP3 | -39.169229 | -39.172255 | $-39.200885,-39.192912$ | $-39.172235,-9.739878$ |
| MP4 | -39.175291 | -39.187381 | $-39.174843 \pm 0.024181 i$ | $-39.187831,-39.325617$ |
| MP5 | -39.180360 | -39.211255 | $-39.173703 \pm 0.023755 i$ | $-39.185774,-39.136261$ |
| MP6 | -39.185300 | -39.138368 | $-39.172113 \pm 0.020842 i$ | $-39.173955 \pm 0.022788 i$ |

${ }^{\mathrm{a}}$ Reference 34.
mended summation method can be substantial.
The last column in Table IV addresses the question of whether or not it is worth the effort to proceed to the next higher order of perturbation theory. Alberts and Handy ${ }^{38}$ have suggested that MP3 does not give sufficient improvement to justify the computational cost. Indeed, for the class B systems considered here the accuracy of MP3 in the median case is lower than that of MP2, even with quadratic summation. For class A systems, however, MP3 does appear to be worth the effort, with median reduction of the error by a factor of 6 . Class B systems show substantial improvement at MP4 and MP6. Both classes show only modest improvement at MP5.

The relatively poor accuracy from partial summation is due to the inability of the summation approximants, which are nonsingular at finite $z$, to model the singularity structure of the energy function $E(z)$ in the complex plane of the perturbation parameter $z$. The dominant singularity is in general expected to be a two-sheet branch point. The quadratic approximants model this singularity explicitly, with a square-root branch point, but the accuracy of a quadratic approximant can be degraded by a spurious, nonphysical, branch point near $z_{\text {phys }}$. A perusal of the roots of the discriminant polynomial can indicate the likely quality of a particular approximant. Of the systems in Table I, the one with

TABLE IV. Median ratios of errors from summation approximants. $\Delta S_{n}$ $=S_{n}-E_{\mathrm{FCI}}$ and $\Delta X_{n}=X_{n}-E_{\mathrm{FCI}}$, where $n=1$ for MP2, $n=2$ for MP3, etc., $S_{n}$ is the partial summation approximant, and $X_{n}$ is the recommended kind of approximant. The recommended approximants are rational Padé at MP2, constrained $\left(r_{0}=0\right)$ quadratic for class B systems at MP4, MP5, and MP6, and unconstrained quadratic otherwise. The entries are the median values for the nine class A systems or for the seven class B systems included in Table I.

| Class | Order | $\left.\frac{\Delta S_{2}}{\Delta S_{n}} \right\rvert\,$ | $\left.\frac{\Delta S_{2}}{\Delta X_{n}} \right\rvert\,$ | $\left\|\frac{\Delta S_{n}}{\Delta X_{n}}\right\|$ | $\frac{\Delta X_{n-1}}{\Delta X_{n}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| A | MP2 | 1 | 1.01 | 1.01 | 4.58 |
|  | MP3 | 2.93 | 6.08 | 1.99 | 6.02 |
|  | MP4 | 6.24 | 46.2 | 3.96 | 2.65 |
|  | MP5 | 11.39 | 82.5 | 2.65 | 1.46 |
|  | MP6 | 24.17 | 147 | 3.23 | 2.33 |
| B | MP2 | 1 | 1.04 | 1.04 | 17.40 |
|  | MP3 | 0.89 | 0.89 | 1.03 | 0.87 |
|  | MP4 | 5.89 | 24.56 | 1.66 | 12.9 |
|  | MP5 | 4.63 | 11.4 | 2.34 | 1.62 |
|  | MP6 | 21.3 | 2000 | 3.61 | 30 |

branch point closest to $z_{\text {phys }}$ for MP6 in the $r_{0}=0$ approximant is $\mathrm{CH}_{2}{ }^{1} A_{1}$, with branch point at $0.832 \pm 0.018 i$. The accuracy in this case is relatively poor. The same is true at MP5 for $\mathrm{H}_{2} \mathrm{O}$ with $R=2 R_{e}$, in which case there is a branch point at 1.11. It is not always clear at low orders whether or not a branch point is spurious. Therefore, unless one suspects on physical grounds that there should be a branch point close to $z_{\text {phys }}$, a quadratic approximant with a singularity near $z_{\text {phys }}$ should be treated with suspicion. In the present study the value of $r_{0}$, when treated as a parameter, was chosen as zero. However, it may be feasible to shift spurious branch points away from $z_{\text {phys }}$ by varying the value of $r_{0}$.

Perhaps the most striking result described here is that for $\mathrm{CH}_{3}$ with $R=2 R_{e}$, which is predicted to be a resonance in the ionization continuum. In such cases MPPT could be more accurate than a full configuration-interaction calculation. If the basis set consists only of bound-state eigenfunctions, the CI wave function will always correspond to a bound state and this will always lead to a real, and incorrect, result for a resonance energy. The calculation of large-order Møller-Plesset expansions in the course of a CI calculation ${ }^{4,10,11}$ was developed as a method for studying the large-order behavior of the expansion coefficients. However, such expansions, summed with quadratic approximants, could have practical utility as a means for obtaining highly accurate energies and widths of autoionizing resonances.

Quadratic approximants may also prove useful for treating resonances between bound states involved in avoided crossings. As the potential energy curves approach each other, a pair of branch points of $E(z)$ at complex-conjugate values of $z$ comes close to $z_{\text {phys }}$. These singularities seriously degrade the convergence of partial sums ${ }^{39}$ but will have less of an effect on the convergence of quadratic approximants. This is closely analogous to a recent application of quadratic and cubic approximants to resonances between nearly degenerate molecular vibration eigenstates. ${ }^{23}$
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