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#### Abstract

The interaction of short-lived electronic states through the nuclear motion is investigated. Particular attention is paid to the impact of this interaction on differential and integrated cross sections for resonant electron-molecule scattering. A vibronic coupling model which has been successfully applied to study vibronic interactions in bound electronic states is extended to resonance states. Calculations of the nuclear dynamics in the nonlocal potential of the coupled resonance states are presented and discussed for several examples including up to two vibrational modes.


## I. INTRODUCTION

Resonance states play a central role in many collision phenomena in various fields of physics and chemistry. Resonance effects have been extensively investigated, for example, in reactive and nonreactive atomic and molecular collisions, ${ }^{1}$ in molecular photoionization, ${ }^{2}$ and in electronmolecule scattering. ${ }^{3}$ In the latter case it is commonly assumed that the collision takes place via a single resonance state which does not interact with other possibly existing resonance states. It is well known, however, that electronically bound ${ }^{4}$ molecular states often interact with each other through the nuclear motion and it seems natural to investigate this vibronic coupling, as it is usually called, also in the case of short-lived electronic states.

In the present work we theoretically investigate the vibronic coupling of resonance states. To be specific we confine ourselves to electron-molecule scattering via shape resonances ${ }^{3}$ and investigate elastic scattering and vibrational excitation of the target molecule. It should be noted, however, that this is only a minor restriction. Our main concern is the study of the nuclear dynamics in vibronically coupled resonance states which is formally the same for most kinds of resonance states.

Electron transmission spectra have been reported in the literature for many molecules. ${ }^{5,6}$ For polyatomic molecules one often recognizes in these spectra the presence of two or more relatively close-lying resonances. A particularly nice example is the transmission spectrum in $p$-benzoquinone ${ }^{5,7}$ which exhibits four discernible resonances within an energy range of less than 4 eV . Energetically close-lying resonance states suggest that vibronic coupling effects between these states might be important and have to be considered. Moreover, since electron transmission spectroscopy is probably insensitive to the detection of broad resonances, we may assume even more resonances to be present which might overlap with the observed ones, thus enhancing the probability for non-Born-Oppenheimer effects to occur.

The intense excitation of single quanta of nontotally symmetric vibrational modes of the target molecule by reso-

[^0]nant electron impact gives evidence of the vibronic coupling mechanism in resonances. This kind of excitation has been observed in scattering experiments for many molecules. Examples are benzene ${ }^{8}$ and boron trifluoride. ${ }^{9}$ Further indication for vibronic coupling in resonances is given by strong geometry changes in resonance states which lower the symmetry of the anion compared to that of the target molecule. There are not many computations on bound and temporary anionic states available in the literature to draw conclusions on whether such changes are rare or common. Prominent examples for strong geometry changes are acetylene and hydrogen cyanide. ${ }^{10}$

A few studies of the interaction between resonances are available in the literature. Mies ${ }^{11}$ has been the first to investigate this interaction via coupling to the nonresonant scattering continuum. His model calculations show that remarkable effects are possible for overlapping resonances. The same mechanism has been proposed by Hazi ${ }^{12}$ to interpret experiments on dissociative electron attachment to hydrogen bromide. Devdariani et al. ${ }^{13}$ have more generally investigated the interaction between resonances in the context of atomic collisions using two local models. For completeness we also mention the work by Read ${ }^{14}$ and Orgurtsov et al. ${ }^{15}$ who have investigated vibronic coupling in the target molecule, but not between the resonances.

The general theory of vibronic coupling of resonance states is discussed in the next section. Emphasis is laid on the potential describing the nuclear motion in the vibronically coupled resonance states. In particular, this potential is a nonlocal operator implying that, in general, the nuclear dynamics is extremely tedious to compute for realistic systems and the results obtained are not amenable to interpretation in simple terms. To overcome these difficulties, local approximations are introduced and discussed in Sec. III. In Sec. IV a model which has been successfully applied in vibronic coupling cases of bound states is extended to the case of resonances. Static and dynamic aspects of the model are discussed and, in particular, two-mode nonlocal computations are presented for the first time.

## II. GENERAL THEORY OF VIBRONIC COUPLING OF RESONANCE STATES

It is well known that resonance states, or briefly resonances, can be described as discrete states embedded into and
interacting with a continuum. ${ }^{16-19}$ For simplicity we consider only two discrete states $\left|d_{1}\right\rangle$ and $\left|d_{2}\right\rangle$ and a single electronic continuum $|k\rangle$. The generalization to more states is straightforward. All states are chosen to be diabatic states, ${ }^{\mathbf{2 0 , 2 1}}$ i.e., the nuclear kinetic energy does not couple these states. The continuum states are taken to be energy normalized and orthogonal to the discrete states

$$
\begin{align*}
& \left\langle\mathbf{k} \mid \mathbf{k}^{\prime}\right\rangle=\delta\left(\frac{1}{2} k^{2}-\frac{1}{2} k^{\prime 2}\right) \delta\left(\Omega_{k}-\Omega_{k^{\prime}}\right)  \tag{1a}\\
& \left\langle d_{i} \mid \mathbf{k}\right\rangle=0 ; \quad i=1,2  \tag{1b}\\
& \left\langle d_{i} \mid d_{j}\right\rangle=\delta_{i j} ; \quad i, j=1,2 \tag{1c}
\end{align*}
$$

To investigate the vibronic coupling of resonance states we consider the resonant vibrational excitation of molecules by electron scattering. The projection operator formalism of Feshbach ${ }^{22}$ provides a convenient tool to compute the corresponding cross section. We introduce, as usual, an operator $\widehat{\boldsymbol{Q}}$ which projects on the subset of discrete states

$$
\begin{equation*}
\widehat{Q}=\left|d_{1}\right\rangle\left\langle d_{1}\right|+\left|d_{2}\right\rangle\left\langle d_{2}\right| \tag{2a}
\end{equation*}
$$

and its complement

$$
\begin{equation*}
\hat{P}=1-\hat{Q} \tag{2b}
\end{equation*}
$$

The full Hamiltonian describing the electron-target system is decomposed according to

$$
\begin{equation*}
H=H_{P P}+H_{Q Q}+H_{Q P}+H_{P Q} \tag{3}
\end{equation*}
$$

where $H_{Q P}=Q H P$, etc. With the common decomposition (3), the electron-molecule scattering $T$ matrix can be evaluated in analogy to the well-known single resonance case. ${ }^{23-30}$ The resonant part of the $T$ matrix reads

$$
\begin{align*}
& T(i \rightarrow f)=\langle f| H_{P Q}\left(E-H_{e f f}\right)^{-1} H_{Q P}|i\rangle  \tag{4a}\\
& H_{\text {eff }}=H_{Q Q}+H_{Q P}\left(E-H_{P P}\right)^{-1} H_{P Q} \tag{4b}
\end{align*}
$$

$\mid i)$ represents the asymptotic state of the incoming electron and the molecule in its initial state. Analogously, $|f\rangle$ represents the asymptotic state of the outgoing electron and the residual vibrationally excited molecule. $E$ is the total energy which is conserved in the scattering process.

Of course, the full $T$ matrix for the process additively contains a nonresonant term. For inelastic processes this term vanishes if the continuum-continuum interaction $W$ is neglected or if $W$ is independent of the internuclear coordinates. The nonresonant $T$ matrix can be neglected in many cases. In any case the nuclear dynamics in the coupled resonances is described by the resonant $T$ matrix in Eq. (4).

Including the nuclear degrees of freedom we explicitly write for the Hamiltonian

$$
\begin{align*}
& H=H_{0}+U+V  \tag{5a}\\
& H_{0}=\widetilde{H}_{0}+\left|d_{1}\right\rangle \epsilon_{1}\left\langle d_{1}\right|+\left|d_{2}\right\rangle \epsilon_{2}\left\langle d_{2}\right| \\
& \quad+\int k d k d \Omega_{k}|\mathbf{k}\rangle \epsilon_{k}\langle\mathbf{k}|,  \tag{5b}\\
& U=  \tag{5c}\\
& \left.V d_{1}\right\rangle U_{12}\left\langle d_{2}\right|+\text { h.c. }  \tag{5d}\\
& V=\int k d k d \Omega_{k}\left\{\left|d_{1}\right\rangle V_{1 \mathbf{k}}\langle\mathbf{k}|+\left|d_{2}\right\rangle V_{2 \mathbf{k}}\langle\mathbf{k}|\right\}+\text { h.c. }
\end{align*}
$$

The relation between the terms appearing in this Hamiltonian and the four terms on the right-hand side of Eq. (3) is obvious. The first term $H_{0}$ of the Hamiltonian describes the
nuclear and electronic motion in the uncoupled discrete and continuum states. We suppress for simplicity the translational and rotational degrees of freedom and write

$$
\begin{equation*}
\widetilde{H}_{0}=T_{N}+V_{0}(\mathbf{Q}) \tag{5e}
\end{equation*}
$$

where $T_{N}$ is the nuclear kinetic energy operator and $V_{0}(\mathrm{Q})$ is the electronic ground state potential energy surface depending on the internuclear coordinates which are collectively denoted by $\mathbf{Q}$. The term $U$ couples the discrete states and the interaction $V$ mixes these states with the continuum and converts them into resonances. Since both discrete states interact with the same continuum, the term $V$ indirectly also couples the discrete states with each other. Thus both $U$ and $V$ give rise to vibronic coupling effects, but the underlying mechanisms are very different.

In principle the Hamiltonian (5) should also contain an interaction $W$ which acts only in the continuum. On the other hand, the influence of this interaction on the resonances can be included by a redefinition of the basis states $|\mathbf{k}\rangle$, i.e., by prediagonalizing the Hamiltonian in the continuum (see, for instance, Ref. 31). In electron-molecule scattering the interaction $W$ gives rise to nonresonant background scattering. There is much experimental evidence ${ }^{32}$ that vibrational excitation via resonances is much more effective than via nonresonant processes, except possibly near threshold and in forward scattering. We may thus neglect the dependence of $W$ and of the continuum states $|\mathbf{k}\rangle$ on the internuclear distances $\mathbf{Q}$. The energies $\epsilon_{1}$ and $\epsilon_{2}$ of the discrete states and the discrete state-continuum and discrete state-discrete state matrix elements $V_{1 k}, V_{2 k}$, and $U_{12}$ depend on the coordinates $\mathbf{Q}$.

To proceed we assume the Born-Oppenheimer or, more precisely, the adiabatic approximation to hold for the target molecular states and write

$$
\begin{align*}
& |i\rangle=\left|\mathbf{k}_{i}\right\rangle|\mathbf{0}\rangle\left|\Phi_{0}\right\rangle  \tag{6a}\\
& |f\rangle=\left|\mathbf{k}_{f}\right\rangle|\mathbf{n}\rangle\left|\Phi_{0}\right\rangle \tag{6b}
\end{align*}
$$

$|0\rangle$ and $|\mathbf{n}\rangle$ denote the target vibrational initial and final states, respectively and $\left|\Phi_{0}\right\rangle$ is the electronic state of the target. The Born-Oppenheimer approximation is usually excellent for molecules in the electronic ground state. In a different context, the impact of deviations from this approximation on the scattering cross sections has been discussed by Read ${ }^{14,33}$ and Ogurtsov and Kazantseva. ${ }^{15,34}$

Using the Hamiltonian (5), expression (4), and the ansatz (6), we may eliminate the electronic degrees of freedom from the $T$ matrix which now takes on the form

$$
\begin{equation*}
T(i \rightarrow f)=\langle\mathbf{n}| \mathbf{V}_{\mathbf{k}_{f}}^{\dagger}(E \mathbf{1}-\mathscr{H})^{-1} \mathbf{V}_{\mathbf{k}_{i}}|\mathbf{0}\rangle \tag{7}
\end{equation*}
$$

$\mathbf{V}_{\mathbf{k}}$ is a column vector with elements $V_{1 \mathbf{k}}$ and $V_{2 \mathbf{k}}$ and the $2 \times 2$ unit matrix is devoted by $1 . \mathscr{H}$ is an effective Hamiltonian which controls the nuclear dynamics in the coupled resonance states and reads
$\mathscr{H}=T_{N} 1+\left(\begin{array}{ll}V_{1}+F_{11}\left(E-\widetilde{H}_{0}\right) & U_{12}+F_{12}\left(E-\widetilde{H}_{0}\right) \\ U_{21}+F_{21}\left(E-\widetilde{H}_{0}\right) & V_{2}+F_{22}\left(E-\widetilde{H}_{0}\right)\end{array}\right) .(8)$
$V_{1}(\mathbf{Q})$ and $V_{2}(\mathbf{Q})$ denote the diabatic potential energy surfaces of the discrete states $\left|d_{1}\right\rangle$ and $\left|d_{2}\right\rangle$, respectively. $U_{12}(Q)$ is the interaction matrix element of these states. The matrix $\mathbf{F}=\left\{F_{p q}\right\}$ appears as the result of the interaction of the dis-
crete states with the continuum and may be called the levelshift operator. Its elements are given by $(p, q=1,2)$

$$
\begin{align*}
& F_{p q}\left(E-\widetilde{H}_{0}\right)=\Delta_{p q}\left(E-\widetilde{H}_{0}\right)-(i / 2) \Gamma_{p q}\left(E-\widetilde{H}_{0}\right),  \tag{9a}\\
& \Gamma_{p q}(E)=2 \pi \int k d k d \Omega_{k} V_{p k} \delta\left(E-k^{2} / 2\right) V_{q k}^{*},  \tag{9b}\\
& \Delta_{p q}(E)=\frac{P}{2 \pi} \int d E^{\prime} \frac{\Gamma_{p q}\left(E^{\prime}\right)}{E-E^{\prime}} \tag{9c}
\end{align*}
$$

$P$ is Cauchy's principal part. The level-shift operator depends explicitly on the nuclear coordinates via the matrix elements $V_{1 \mathbf{k}}(\mathbf{Q})$ and $V_{2 \mathrm{k}}(\mathrm{Q})$.

Equations (7)-(9) are the basic equations of this section and deserve some discussion. In the theory of resonant elec-tron-molecule scattering via a single resonance state the nuclear dynamics in this state is governed by an effective Hamiltonian which is identical with a diagonal element of $\mathscr{H}$ in Eq. (8), say $\mathscr{H}_{11}$ (see Refs. 23-30, and 35). The effective potential $V_{1}(Q)+F_{11}\left(E-\widetilde{H}_{0}\right)$ is complex, energy dependent, and nonlocal. In the case of two and more resonance states, the same effective potentials describe the nuclear dynamics in the diabatic resonance states. ${ }^{63}$ These states are coupled to each other by two different types of interactions. An interaction $U_{12}$ which depends only on the internuclear coordinates and an interaction $F_{12}$ which is complex, energy dependent, and nonlocal. Without the level-shift operator, $\mathscr{H}$ describes the nuclear motion in vibronically coupled bound states and $U_{12}$ is the corresponding vibronic coupling term (see, e.g., Ref. 37). $F_{12}$ describes the coupling through the common continuum.

In a simple picture, the potential $U$ in Eq. (5) can be viewed as a "hopping" term between the discrete states and the potential $V$ as a hopping term between the continuum and a discrete state. Owing to $U$, the electron may hop from one discrete state to the other, thus coupling directly these states. $V$ couples the states only indirectly: the electron may hop from one discrete state to the continuum and subsequently into the other discrete state. We speak of direct and indirect vibronic coupling, respectively. Mies ${ }^{11}$ has first studied the interaction of resonances of the same symmetry via the latter coupling mechanism. The same mechanism has been proposed by Hazi ${ }^{12}$ to explain the experimental findings in the dissociative electron attachment of HBr . Both coupling mechanisms have also been investigated by Devdariani et al. ${ }^{13}$ within the Demkov and Nikitin models, which are local models, in the context of atomic collisions.

Experiments indicate that single quanta of nontotally symmetric vibrational modes are often excited in electronmolecule scattering processes. ${ }^{8,9,32}$ This fact cannot easily be explained when considering isolated resonances. ${ }^{8}$ The vibronic coupling mechanism, however, provides a natural explanation for this observation. In this work we consider a polyatomic molecule which belongs to an abelian point group. We assume two discrete states which transform according to different symmetry representation $\Gamma_{1}$ and $\Gamma_{2}$. These states are coupled through an, obviously nontotally symmetric, mode described by the coordinate $Q_{u}$ which transforms according to $\Gamma_{u}$. We call this mode the coupling mode. Since the Hamiltonian is totally symmetric, the product of the representations of the discrete states and of this
mode must contain the totally symmetric representation $\Gamma_{g}$, i.e., the coupling mode obeys the selection rule

$$
\begin{equation*}
\Gamma_{1} \otimes \Gamma_{u} \otimes \Gamma_{2} \supset \Gamma_{g} \tag{10}
\end{equation*}
$$

The interaction matrix element $U_{12}$ also transforms as $\Gamma_{u}$ and is an odd function of the coordinate $\boldsymbol{Q}_{u}$. Since any molecule possesses at least one totally symmetric mode, we consider in addition such a mode and denote its coordinate $\boldsymbol{Q}_{g}$. The vibrational states of the target molecule are now $\left|n_{g} n_{u}\right\rangle$, where $n_{g}$ and $n_{\mu}$ are quantum numbers of the totally and nontotally symmetric modes, respectively. The extension to nonabelian point groups and the inclusion of additional vibrational modes is straightforward.

The effective Hamiltonian is a $2 \times 2$ matrix and, hence, the $T$ matrix (7) can be expressed as a sum of four terms

$$
\begin{equation*}
T(i \rightarrow f)=T_{11}+T_{22}+T_{12}+T_{21}, \tag{1la}
\end{equation*}
$$

where $(p, q=1,2)$

$$
\begin{equation*}
T_{p q}=\left\langle n_{g} n_{u}\right| V_{p k_{f}}^{*}(E 1-\mathscr{H})_{p q}^{-1} V_{q k_{1}}|0,0\rangle . \tag{11b}
\end{equation*}
$$

In contrast to $U_{12}$, the functional form of the interaction matrix elements $V_{p k}$ is not restricted by symmetry considerations. Since the discrete and continuum states are diabatic states, we assume that the latter elements are slowly varying functions of the internuclear coordinates. For simplicity we take them to be independent of the nontotally symmetric coordinate $Q_{n}$, but not of $Q_{g}$. Actually it suffices to require that the elements $V_{p k}$ are even functions of $Q_{u}$ in order to derive Eqs. (12)-(17). It should be noted that the widths $\Gamma_{p p}(E)=2 \pi \int d \Omega_{k}\left|V_{p k}\right|^{2}$ are even functions of $Q_{u}$. To investigate the influence of the dependence of $V_{p k}$ on $Q_{u}$, one may expand this quantity in powers of $Q_{u}$ about some reference geometry, which is usually the equilibrium geometry of the target, and repeat the following calculations.

We note that the coupling element $F_{12}\left(E-\widetilde{H}_{0}\right)$ appearing in the effective Hamiltonian (8) vanishes because the discrete states have different symmetries [consult Eq. (9)]. Thus, the indirect vibronic coupling mechanism is not effective. Furthermore, since $U_{12}$ is an odd function of $Q_{u}$, the diagonal and nondiagonal elements of $\mathscr{H}$ and hence also the corresponding elements of its resolvent transform according to different symmetry representations. Consequently, either $T_{11}$ and $T_{22}$ or $T_{12}$ and $T_{21}$ are equal to zero depending on whether an odd or even number of quanta of the nontotally symmetric mode are excited. The differential cross section for vibrational excitation now reads

$$
\begin{align*}
& \left(\frac{d \sigma}{d \Omega}\right)_{n_{u} \text { ven }}=\frac{(2 \pi)^{4}}{k_{i}^{2}}\left|T_{11}+T_{22}\right|^{2},  \tag{12a}\\
& \left(\frac{d \sigma}{d \Omega}\right)_{n_{u} \text { odd }}=\frac{(2 \pi)^{4}}{k_{i}^{2}}\left|T_{12}+T_{21}\right|^{2} . \tag{12b}
\end{align*}
$$

The number of $n_{g}$ of totally symmetric quanta is arbitrary. If the target molecule is not in its vibrationless ground state $|0,0\rangle$, but in some excited state $\left|m_{g} m_{\mu}\right\rangle$, we may just substitute in Eq. (11b) the former state by the latter one. Then Eqs. (12) hold for ( $n_{u}-m_{u}$ ) being even and odd numbers, respectively.

Once the vibronic coupling mechanism is neglected, i.e., $U_{12}=0$, the cross section for the excitation of an odd number of nontotally symmetric quanta vanishes. Only even
quanta of the coupling mode can be excited. The situation changes if the expansion of $V_{p k}$ in $Q_{u}$ contains odd powers. In this case an odd number of nontotally symmetric quanta can be excited by the resonant process, without vibronic coupling, but we expect the corresponding cross sections to be small. The vibronic coupling mechanism, on the other hand, may lead to substantial cross sections. This is demonstrated by the dynamical calculations of Sec. IV. The situation is somewhat related to that encountered in optical spectroscopy. Within the well-known Condon approximation, where the oscillator strength is taken to be constant in $Q$, only even quanta of nontotally symmetric modes can be excited. ${ }^{37}$ The vibronic coupling mechanism is often found to be responsible for the strong excitation of an odd number of quanta of these modes. ${ }^{36}$

To calculate the integral cross section for each vibrational excitation, we integrate over all final angles of the outgoing electron and average over the orientation of the molecular target. Here and in the following we choose the ground state energy to be the zero point of our energy scale, i.e., $E=k^{2} / 2$ is the kinetic energy of the incoming electron and $\widetilde{H}_{0}$ contains no zero-point energy. The angular dependence of the $T$ matrix is carried by the elements $V_{p k}$. Because of the different symmetries of the discrete states, integration over the angles of the outgoing electron eliminates the mixed forms $T_{12} T_{21}^{*}, T_{21} T_{12}^{*}, T_{11} T_{22}^{*}$, and $T_{22} T_{11}^{*}$. We introduce the new quantities

$$
\begin{equation*}
\left|V_{p E}\right|^{2}=2 \pi \int d \Omega_{k}\left|V_{p k}\right|^{2} ; \quad p=1,2 \tag{13}
\end{equation*}
$$

and " $T$-matrix elements" ( $p, q=1,2$ )

$$
\begin{equation*}
T_{p q}(E)=\left\langle n_{g} n_{u}\right| V_{p E_{f}}^{*}(E 1-\mathscr{H})_{p q}^{-1} V_{q E}|0,0\rangle . \tag{14}
\end{equation*}
$$

To avoid confusion we shall always write $T_{p q}(E)$ and $T_{p q}$ to indicate that the definitions (14) and (11b), respectively, hold. The cross sections now take on the appearance

$$
\begin{align*}
& \left.\sigma\left(E ; n_{u} \text { even }\right)=\left.\frac{\pi}{2 E}| | T_{11}(E)\right|^{2}+\left|T_{22}(E)\right|^{2}\right),  \tag{15a}\\
& \sigma\left(E ; n_{u} \text { odd }\right)=\frac{\pi}{2 E}\left(\left|T_{12}(E)\right|^{2}+\left|T_{21}(E)\right|^{2}\right) . \tag{15b}
\end{align*}
$$

The expressions (15) for the cross sections are particularly simple, since mixed terms do not appear. The scattering process may be viewed as the incoherent superposition of two "scattering processes". For $n_{u}$ being an even number, for instance, $\left|T_{p p}(E)\right|^{2}$ describes that the incoming electron first hops into the discrete state $\left|d_{p}\right\rangle$ and the outgoing electron leaves the molecule from the same state. Of course, during the scattering process the electron has visited both discrete states. We may thus introduce the partial integral cross sections

$$
\begin{equation*}
\sigma_{p q}(E)=\frac{\pi}{2 E}\left|T_{p q}(E)\right|^{2} \tag{16}
\end{equation*}
$$

and consider the continua coupled to the respective discrete states as quasiscattering channels.

Under certain conditions the differential cross sections (12) can be related to the integral cross sections (15). In the case of a single discrete state it is known ${ }^{38-40}$ that for scattering in a single partial wave, the differential cross section can be expressed as the product of an energy-independent angu-
lar factor and the integral cross section. If in the absence of vibronic coupling the scattering is dominated by a single partial wave for each discrete state, we may derive analogous relations which hold in the presence of vibronic coupling. For the excitation of an odd number of nontotally symmetric quanta the result is particularly simple and reads

$$
\begin{align*}
\left(\frac{d \sigma}{d \Omega}\right)_{n_{u} \text { odd }}= & f(\theta)\left[\sigma_{12}(E)+\sigma_{21}(E)\right] \\
& +f_{12}(\theta) \frac{\pi}{2 E}\left[T_{12}(E) T_{21}^{*}(E)\right. \\
& \left.+T_{12}^{*}(E) T_{21}(E)\right], \tag{17a}
\end{align*}
$$

where $\theta$ is the scattering angle. The angular factors $f(\theta)$ and $f_{12}(\theta)$ are given in Appendix A. The analogous result for $n_{u}$ being an even number is

$$
\begin{align*}
\left(\frac{d \sigma}{d \Omega}\right)_{n_{u} \text { veve }}= & g_{11}(\theta) \sigma_{11}(E)+g_{22}(\theta) \sigma_{22}(E) \\
& +g_{12}(\theta) \frac{\pi}{2 E}\left[T_{11}(E) T_{22}^{*}(E)\right. \\
& \left.+T_{11}^{*}(E) T_{22}(E)\right] . \tag{17b}
\end{align*}
$$

The angular factors $g_{11}(\theta), g_{22}(\theta)$, and $g_{12}(\theta)$ are also given in Appendix A. $g_{11}(\theta)$ and $g_{22}(\theta)$ are the same as those derived for single discrete states. ${ }^{38-40}$ In contrast to Eq. (12), the differential cross sections (17) are averaged over the orientations of the molecular target.

According to Eqs. (15)-(17) the angular dependence of the differential cross sections varies with the total energy $E$. The factors $f(\theta), g_{11}(\theta)$, and $g_{22}(\theta)$ are symmetric functions with respect to $\theta=\pi / 2$. The angular factors $f_{12}(\theta)$ and $g_{12}(\theta)$, on the other hand, are antisymmetric about $\theta=\pi / 2$. Of course, all angular factors and thus the differential cross sections are periodic functions with period $\pi$. In the presence of a single resonance only, the angular part of the cross sections does not depend on the energy and is symmetric about $\theta=\pi / 2$. Hence, a strong dependence on energy and an asymmetric shape of the differential cross sections are indications for the presence of two or more resonances. The appearance of odd quanta of nontotally symmetric modes implies, furthermore, that the vibronic coupling mechanism is active in these resonances.

## III. LOCAL APPROXIMATIONS

In the preceding section the general theory of nuclear dynamics in vibronically coupled resonance states has been discussed. The nuclear motion is found to be governed by an effective, complex, energy-dependent, and nonlocal matrix potential. Although the relevant working equations are of simple structure, explicit computations for realistic systems with such an effective Hamiltonian are extremely tedious. As usually done in the simpler case of a single resonance state, we discuss in the following a few approximations which, in general, simplify the computational procedure and allow for the interpretation of the results which is difficult otherwise. These approximations have in common that the nonlocal Hamiltonian is replaced by a local Hamiltonian. The fixed-nuclei limit, $T_{N} \rightarrow 0$, is a convenient starting point for the discussion of local approximations. In this limit the
theory is particularly transparent and contact can be made with fixed-nuclei electronic $a b$ initio calculations.

## A. The fixed-nuclei limit

In the fixed-nuclei limit the operator $E-\widetilde{H}_{0}$ appearing in the argument of the level-shift operator in Eq. (8) reduces to

$$
\begin{equation*}
E^{\prime}=E-V_{0}(\mathbf{Q}) \tag{18}
\end{equation*}
$$

For a fixed total energy of the system, $E^{\prime}$ is the kinetic energy of the electron and is a function of the internuclear distances because the threshold itself has become a function of these distances.

Considering a single resonance state, the scattering cross section in the fixed-nuclei limit takes on the appearance similar to the standard Breit-Wigner formula ${ }^{41}$

$$
\begin{align*}
\sigma\left(E^{\prime}\right) & =\frac{\pi}{2 E^{\prime}}\left|T\left(E^{\prime}\right)\right|^{2} \\
& =\frac{2 \pi}{E^{\prime}} \frac{\left[\Gamma\left(E^{\prime}\right) / 2\right]^{2}}{\left[E^{\prime}-\epsilon(\mathbf{Q})-\Delta\left(E^{\prime}\right)\right]^{2}+\left[\Gamma\left(E^{\prime}\right) / 2\right]^{2}} \tag{19}
\end{align*}
$$

$\epsilon(\mathbf{Q})$ is the energy of the discrete state relative to threshold and $\Delta-i \Gamma / 2$ is the level-shift function for this state. We remind that this function depends also explicitly on $\mathbf{Q}$ as can be seen from Eq. (9). Another quantity of interest is the fixednuclei phase shift $\delta\left(E^{\prime}\right)$ which can be obtained from the $K$ "matrix" $K(E$ ') according to

$$
\begin{equation*}
\operatorname{tg} \delta\left(E^{\prime}\right)=K\left(E^{\prime}\right)=-\frac{\Gamma\left(E^{\prime}\right) / 2}{E^{\prime}-\epsilon(\mathbf{Q})-\Delta\left(E^{\prime}\right)} \tag{20}
\end{equation*}
$$

In the case of vibronically coupled resonances the resulting expressions for the fixed-nuclei electron-molecule scattering cross section and the corresponding phase shift are more complicated than for a single resonance. These expressions can be obtained from the working equations of the preceding section. To introduce the fixed-nuclei limit for vibronically coupled resonances, it is convenient to rewrite Eqs. (14)-(16). We define a matrix $T(E)$,

$$
\mathbf{T}(E)=\left(\begin{array}{ll}
T_{11}(E) & T_{12}(E)  \tag{21}\\
T_{21}(E) & T_{22}(E)
\end{array}\right)
$$

which allows the evaluation of the cross section according to

$$
\begin{equation*}
\sigma(E)=\frac{\pi}{2 E} \operatorname{Tr}\left[\mathbf{T}^{\dagger}(E) \mathbf{T}(E)\right] \tag{22}
\end{equation*}
$$

where $\operatorname{Tr}(A)$ is the trace of $A$. The $K$ matrix corresponding to $T(E)$ is defined as usual ${ }^{41}$ (apart from a factor $\pi$ )

$$
\begin{equation*}
\mathbf{K}(E)=-\mathbf{T}(E)[1-i \mathbf{T}(E)]^{-1} \tag{23}
\end{equation*}
$$

The fixed-nuclei limit is obtained if $E$ is replaced by $E^{\prime}$ defined in Eq. (18) and the elements $T_{p q}\left(E^{\prime}\right), p, q=1,2$, are defined by
$T_{p q}\left(E^{\prime}\right)=\left[\Gamma_{p p}\left(E^{\prime}\right)\right]^{1 / 2}\left[E^{\prime} 1-\mathscr{H}_{\mathrm{FN}}\left(E^{\prime}\right)\right]_{p q}^{-1}\left[\Gamma_{q q}\left(E^{\prime}\right)\right]^{1 / 2}$,

$$
\mathscr{H}_{\mathrm{FN}}=\left(\begin{array}{cc}
V_{1}+F_{11}\left(E^{\prime}\right) & F_{12}\left(E^{\prime}\right)+U_{12}  \tag{24a}\\
F_{21}\left(E^{\prime}\right)+U_{12} & V_{2}+F_{22}\left(E^{\prime}\right)
\end{array}\right)
$$

where $F_{p q}\left(E^{\prime}\right)$ is the fixed-nuclei level-shift function, see Eq. (9).

The fixed-nuclei $K$ matrix corresponding to the exact $K$ matrix in Eq. (23) reads

$$
\begin{align*}
\mathbf{K}\left(E^{\prime}\right)= & -\frac{1}{\left(A_{1} A_{2}-U_{12}^{2}\right)} \\
& \times\left(\begin{array}{ll}
A_{2} \Gamma_{11} & -U_{12}\left[\Gamma_{11} \Gamma_{22}\right]^{1 / 2} \\
-U_{12}\left[\Gamma_{11} \Gamma_{22}\right]^{1 / 2} & A_{1} \Gamma_{22}
\end{array}\right),  \tag{25a}\\
A_{p}= & E^{\prime}-\epsilon_{p}(\mathbf{Q})-\Delta_{p p}\left(E^{\prime}\right) ; \quad p=1,2 . \tag{25b}
\end{align*}
$$

It should be remembered that $\epsilon_{p}=V_{p}-V_{0}$ is the energy of the discrete state $\left|d_{p}\right\rangle$ relative to the threshold $V_{0}$ which is the potential energy surface of the target. The cross section is now obtained from

$$
\begin{equation*}
\sigma\left(E^{\prime}\right)=\frac{2 \pi}{E^{\prime}} \sum_{i} \sin ^{2} \delta_{i}\left(E^{\prime}\right) \tag{26}
\end{equation*}
$$

where the phase shifts are related to the eigenvalues $K_{ \pm}\left(E^{\prime}\right)$ of $\mathbf{K}\left(E^{\prime}\right)$ by

$$
\begin{equation*}
\operatorname{tg} \delta_{ \pm}\left(E^{\prime}\right)=K_{ \pm}\left(E^{\prime}\right) \tag{27}
\end{equation*}
$$

Neglecting vibronic coupling in the resonance states, i.e., $U_{12}=0$, the matrix $K\left(E^{\prime}\right)$ becomes diagonal and we recover Eq. (20) for a single resonance state.

In the presence of a single resonance and for weakly energy-dependent level-shift functions, the $K$ matrix (20) possesses only one pole. Indeed, this pole is commonly used to define the potential energy curve of the resonance. ${ }^{26,30,31,42}$ In the present case of two resonances the $K$ matrix Eq. (25) exhibits two poles which can be used to define potential energy curves for these resonances. These poles are obtained as the zeros of $A_{1} A_{2}-U_{12}^{2}$. We may write

$$
\begin{equation*}
A_{1} A_{2}-U_{12}^{2}=\left[E^{\prime}-W_{+}\left(E^{\prime}\right)\right]\left[E^{\prime}-W_{-}\left(E^{\prime}\right)\right] \tag{28a}
\end{equation*}
$$

where the new quantities

$$
\begin{align*}
2 W_{ \pm}= & \epsilon_{1}+\Delta_{11}+\epsilon_{2}+\Delta_{22} \\
& \pm\left[\left(\epsilon_{1}+\Delta_{1}-\epsilon_{2}-\Delta_{2}\right)^{2}\right]+4 U_{12}^{2}{ }^{1 / 2} \tag{28b}
\end{align*}
$$

help to express the phase shift as

$$
\begin{align*}
\operatorname{tg} \delta_{ \pm}\left(E^{\prime}\right) & =-\frac{\Gamma_{ \pm}}{2}\left[\frac{1}{E^{\prime}-W_{+}}-\frac{1}{E^{\prime}-W_{-}}\right]  \tag{29a}\\
\Gamma_{ \pm}\left(E^{\prime}\right)= & \left\{\Gamma_{11} A_{2}+\Gamma_{22} A_{1} \pm\left[\left(\Gamma_{11} A_{2}-\Gamma_{22} A_{1}\right)^{2}\right.\right. \\
& \left.\left.+4 \Gamma_{11} \Gamma_{22} U_{12}^{2}\right]^{1 / 2}\right\} / 2\left(W_{+}-W_{-}\right) \tag{29b}
\end{align*}
$$

As discussed in the preceding section, the interaction of the discrete states with the continuum gives rise to the levelshift functions $F_{p p}=\Delta_{p p}-i \Gamma_{p p} / 2$. The index $p$, which takes on the values 1 and 2 , characterizes the discrete states which are diabatic states. The nuclear motion in the diabatic resonance which has developed from the discrete state $\left|d_{p}\right\rangle$ is governed by the effective potential $V_{p}+\Delta_{p p}-i \Gamma_{p p} / 2$. In the present section we have diagonalized the matrix $K$, Eq. (25), and thus obtained the quantities

$$
V_{0}+W_{ \pm}\left(E^{\prime}\right)-i \Gamma_{ \pm}\left(E^{\prime}\right) / 2
$$

which, in analogy to the single-resonance case, can be viewed as the effective potentials describing the nuclear motion in the adiabatic resonances. From Eq. (29) we see that both adiabatic resonances contribute to the phase shifts $\delta_{+}$and $\delta_{-}$. It will become clear in Sec. III B that this is due to the dependence of the effective potentials on the energy.

## B. Local potentlals

The energy dependence of the level-shift functions $F_{p q}\left(E^{\prime}\right)$ complicates the calculations of the cross sections. In the presence of a single resonance it has been shown ${ }^{43}$ that a complex potential which depends solely on the nuclear coordinates may explain the experimental observations in some cases. This model has been termed the boomerang model. ${ }^{43} \mathrm{We}$, therefore, extend this model to the present situation of vibronically coupled resonances. The elimination of the energy dependence of $F_{p q}$ is achieved by the BreitWigner approximation. ${ }^{41,44}$ However, this approximation is not unique and may lead to different local potentials. ${ }^{45}$

Here we follow the most widely used local approximations ${ }^{25-31,42}$ obtained by replacing $F_{p q}\left(E^{\prime}\right)$ by their values at the resonance energy which is defined by the pole of the fixed-nuclei $K$ matrix. For a single resonance this energy is determined via Eq. (20),

$$
\begin{equation*}
E^{\prime}(\mathbf{Q})-\epsilon(\mathbf{Q})-\Delta\left[E^{\prime}(\mathbf{Q})\right]=0 \tag{30a}
\end{equation*}
$$

$E^{\prime}(\mathrm{Q})$ is now a function of the nuclear coordinates and the width $\Gamma\left[E^{\prime}(\mathbf{Q})\right]$ and shift $\Delta\left[E^{\prime}(\mathbf{Q})\right]$ become functions of these coordinates only. We denote these energy independent functions by $\Gamma(Q)$ and $\Delta(Q)$, respectively. In the case of two resonances, the fixed-nuclei $K$ matrix (25) exhibits two poles giving rise to two resonance energies $W_{+}(\mathbf{Q})$ and $W_{-}(\mathbf{Q})$. These are determined via

$$
\begin{equation*}
E^{\prime}(\mathbf{Q})-W_{ \pm}\left[E^{\prime}(\mathbf{Q})\right]=0 \tag{30b}
\end{equation*}
$$

where $W_{ \pm}\left(E^{\prime}\right)$ have been given in Eq. (28).
By noting that $A_{1} A_{2}-U_{12}^{2}$ in Eq. (28a) vanishes at $E^{\prime}=W_{ \pm}(\mathrm{Q})$, we easily obtain the following expressions for the phase shifts in the local approximation

$$
\begin{equation*}
\operatorname{tn} \delta_{ \pm}\left(E^{\prime}\right)=-\frac{\Gamma_{ \pm}(\mathbf{Q}) / 2}{E^{\prime}-W_{ \pm}(\mathbf{Q})} \tag{31a}
\end{equation*}
$$

In contrast to the original expression (29) for the phase shifts where both $W_{+}\left(E^{\prime}\right)$ and $W_{-}\left(E^{\prime}\right)$ have been seen to contribute, only a single resonance energy contributes to a phase shift in the local approximation. The situation is now very similar to that encountered in the case of noninteracting resonances, except that this interaction is implicitly taken into account in $\Gamma_{ \pm}$and $W_{ \pm}$. We may thus identify $\Gamma_{ \pm}(\mathbf{Q})$ with the widths corresponding to the energies $W_{ \pm}(\mathbf{Q})$. From Eq. (29b) one finds

$$
\begin{align*}
& \Gamma_{ \pm}(\mathbf{Q})=\mid \Gamma_{11}\left[W_{ \pm}(\mathbf{Q})\right] A_{2}\left[W_{ \pm}(\mathbf{Q})\right] \\
& +\Gamma_{22}\left[W_{ \pm}(\mathbf{Q})\right] A_{1}\left[W_{ \pm}(\mathbf{Q})\right] \mid /\left[W_{+}(\mathbf{Q})-W_{-}(\mathbf{Q})\right] \tag{31b}
\end{align*}
$$

The local, energy independent effective potential needed to compute the vibrational excitation cross sections cannot be obtained in analogy to the single resonance case by replacing $E^{\prime}$ in the energy dependent potential by $E^{\prime}(\mathbf{Q})$. Two solutions of Eq. (30b) are available and it is not clear how the replacement should be performed in the working equations. This difficulty arises because the Hamiltonian $\mathscr{H}$ is in the diabatic representation and $W_{ \pm}(\mathbb{Q})$ are the adiabatic resonance energies. $W_{+}(\mathbf{Q})$ and $W_{-}(\mathbf{Q})$ do not arise naturally as the eigenvalues of a single Hermitian matrix. There are infinitely many ways to construct Hermitian matrices with $W_{ \pm}(\mathrm{Q})$ as eigenvalues all differing by a unitary transformation. This contrasts the situation encountered for noninter-
acting resonances, where the diabatic and adiabatic representations are equivalent and unique. The problem can be partially solved by considering $W_{ \pm}(\mathbf{Q})-i \Gamma_{ \pm}(\mathbf{Q}) / 2$ as the potentials controlling the nuclear dynamics in the adiabatic resonances which are assumed not to interact with each other. This procedure is useful in those cases where nonadiabatic effects are small (see Sec. III C).

To avoid the abovementioned difficulty one can alternatively introduce the diabatic resonance energies by solving two equations of the type ( 30 a ), one for each diabatic resonance, and subsequently insert the solutions $E_{1}^{\prime}(\mathbf{Q})$ and $E_{2}^{\prime}(\mathbf{Q})$,

$$
\begin{equation*}
E_{p}^{\prime}(\mathbf{Q})-\epsilon_{p}(\mathbf{Q})-\Delta_{p p}\left[E_{p}^{\prime}(\mathbf{Q})\right]=0 ; \quad p=1,2 \tag{32}
\end{equation*}
$$

into the level-shift functions $F_{11}\left(E^{\prime}\right)$ and $F_{22}\left(E^{\prime}\right)$, respectively, or, more precisely, into the matrix elements $V_{1 E^{\prime}}$ and $V_{2 E^{\prime}}$. In particular, the Hamiltonian $\mathscr{H}_{\mathrm{FN}}\left(E^{\prime}\right)$ introduced in Eq. (24) is replaced in a unique way by a Q-dependent Hamiltonian, which we denote by $\mathscr{H}_{\text {FN }}(\mathbf{Q})$. After these replacements of energy dependent quantities by energy independent ones, the following expression for the $T$ matrix can be used to evaluate the cross sections

$$
\begin{align*}
\mathrm{T}(E)= & \langle\mathrm{n}|\left(\begin{array}{cc}
V_{1 E_{f}}^{*} & 0 \\
0 & V_{2 E_{f}}^{*}
\end{array}\right)\left[E 1-T_{N} 1-\mathscr{H}_{\mathrm{FN}}(\mathrm{Q})\right]^{-1} \\
& \times\left(\begin{array}{ll}
V_{1 E_{t}} & 0 \\
0 & V_{2 E_{t}}
\end{array}\right)|0\rangle \tag{33}
\end{align*}
$$

Note that $\Gamma_{p q}(E)=V_{p E}^{*} V_{q E}$. In principle one may also replace the entry and exit amplitudes ${ }^{40} V_{p E_{i}}$ and $V_{p E_{f}}$ in Eq. (33) by the corresponding energy independent quantities.

This approach via diabatic resonance energies should be particularly useful if the level-shift functions depend only weakly on the energy or if the coupling element $U_{12}$ is small. In other cases it could be of advantage to proceed via the adiabatic resonance energies.

## C. The adiabatic approximation

In optical spectroscopy of bound electronic states and in other related fields the so-called Franck-Condon and adiabatic approximations are commonly used. ${ }^{46}$ The adiabatic potential energy surfaces are calculated and subsequently the nuclear motion is determined independently for each electronic state. The same procedure could also be useful in the case of resonance states. To keep the discussion short we follow here Ref. (36) which treats the analogous electronic bound state problem and refer to this reference for more details.

Our starting point is expression (33) for the $T$ matrix in which $\mathscr{H}_{\mathrm{FN}}(\mathrm{Q})$ is the effective potential describing the nuclear motion in the coupled resonance states. The eigenvalues $V_{ \pm}$of the effective potential are obtained using the eigenvector matrix $\mathbf{S}(\mathbf{Q})$ according to

$$
\begin{align*}
\mathbf{V}(\mathrm{Q})= & \mathrm{S}(\mathrm{Q}) \mathscr{H}_{\mathrm{FN}}(\mathrm{Q}) \mathrm{S}^{t}(\mathrm{Q})=\left(\begin{array}{rr}
V_{+}(\mathbf{Q}) & 0 \\
0 & V_{-}(\mathbf{Q})
\end{array}\right)  \tag{34a}\\
2 V_{ \pm}= & V_{1}+F_{11}+V_{2}+F_{22} \pm\left[\left(V_{1}+F_{11}-V_{2}-F_{22}\right)^{2}\right. \\
& \left.+4\left(U_{12}+F_{12}\right)^{2}\right]^{1 / 2} \tag{34b}
\end{align*}
$$

where the superscript " $t$ " indicates the operation "trans-
pose". Care must be taken at degeneracies $V_{+}=V_{-}$at which $S^{t}=1$ might not be valid. The eigenvalues $V_{+}$and $V_{-}$are functions of the nuclear coordinates and can be considered as the adiabatic potential energy surfaces of the adiabatic resonances. In contrast to the bound state problem, these surfaces are complex. The nuclear motion on these surfaces is thus more complicated in the case of resonances than for bound states.

Since the eigenvector matrix $S$ depends on the nuclear coordinates, this matrix does not commute with the nuclear kinetic energy operator $T_{N}$ appearing in Eq. (33). In complete analogy to the situation found for bound states, the transformed Hamiltonian reads

$$
\begin{equation*}
\mathscr{H}^{\prime} \equiv \mathbf{S}\left[T_{N} \mathbf{1}+\mathscr{H}_{\mathbf{F N}}(\mathbf{Q})\right] \mathbf{S}^{t}=T_{N} \mathbf{1}+\mathbf{V}-\mathbf{\Lambda} \tag{35}
\end{equation*}
$$

In addition to the adiabatic potential energy surfaces there appears in the Hamiltonian $\mathscr{H}$ a nondiagonal matrix operator $\Lambda$. The nondiagonal term $\Lambda_{12}$ depends on the nuclear momenta and couples the nuclear motions in the adiabatic resonances. The nonadiabatic operator $\mathbf{\Lambda}$-as we shall call itis neglected in the adiabatic approximation. For vibronically coupled bound states its behavior as a function of the nuclear coordinates gives much information on the validity of the adiabatic approximation. Its investigation should also be helpful in the understanding of the nuclear dynamics in resonances. Here, the additional complication arises that the nonadiabatic operator is complex. The explicit expressions for the elements of $\boldsymbol{\Lambda}$ are very similar to those given in Ref. 36 for bound states and are not repeated here. We shall rather discuss these elements in Sec. IV in the context of an explicit example pointing out the major differences between bound and resonance states.

In the adiabatic approximation the nonadiabatic operator $\boldsymbol{\Lambda}$ is neglected and each element $T_{p q}(E)$ of the scattering $T$ matrix (33) reduces to

$$
\begin{align*}
& T_{\mathrm{ad}}(E)=T_{+}(E)+T_{-}(E)  \tag{36a}\\
& T_{ \pm}(E)=\langle\mathbf{n}| X_{f_{ \pm}}\left[E-T_{N}-V_{ \pm}\right]^{-1} X_{i_{ \pm}}|0\rangle \tag{36b}
\end{align*}
$$

where $X_{i+}$ and $X_{i-}$ are given by $S_{1 q} V_{q E_{i}}$ and $S_{2 q} V_{q E_{i}}$, respectively, for any element $T_{p q}(E)$, and $X_{f+}$ and $X_{f-}$ are defined analogously. It is seen that the $T$ matrix in the adiabatic approximation decouples into two individual $T$ matrices $T_{+}$and $T_{-}$. Each of $T_{+}$and $T_{-}$describes the scattering via a single adiabatic resonance, the nuclear motion in this resonance being governed by the complex potential energy surface $V_{+}$and $V_{-}$, respectively. We may thus treat the resonances separately in the adiabatic approximation. In order to compute the scattering cross sections we must superpose $T_{+}$and $T_{-}$according to the general formulas (15) $-(17$ ). This gives rise to interference effects.

In optical spectroscopy the so-called Franck-Condon approximation is widely used. This approximation can be determined by starting from the adiabatic approximation and neglecting the dependence of optical transition matrix elements on the nuclear coordinates. For resonance states we may use the same procedure and consider the quantities $X_{f_{ \pm}}$and $X_{i_{ \pm}}$in Eq. (36) to be independent of $Q$. It is convenient to define these $Q$-independent quantities by evaluating them at some reference geometry $Q_{0}$, which is usually the
equilibrium geometry of the target. Consequently, the $T$ matrix in the Franck-Condon approximation reads $(p=1,2)$

$$
\begin{align*}
& \left(T_{\mathrm{FC}}\right)_{p p}=V_{p E_{f}}^{*}\langle\mathbf{n}|\left[E-T_{N}-V_{ \pm}\right]^{-1}|0\rangle V_{p E_{i}}  \tag{37a}\\
& \left(T_{\mathrm{FC}}\right)_{p q}=0 \quad \text { for } p \neq q \tag{37b}
\end{align*}
$$

Whether $V_{+}$or $V_{-}$appears in Eq. (37a) for a given index $p$ depends on the discrete state $\left|d_{p}\right\rangle$ from which this adiabatic potential energy surface originates. Interestingly, $T_{12}$ and $T_{21}$ vanish in the Franck-Condon approximation implying, via Eq. (15), that an odd number of quanta of nontotally symmetric vibrational modes cannot be excited in this approximation. The same situation is encountered in the treatment of bound states. ${ }^{37,46}$

## IV. MODEL EXAMPLES OF NUCLEAR DYNAMICS IN INTERACTING RESONANCES

Numerical nonlocal calculations of the nuclear dynamics in vibronically coupled resonances are prohibitively difficult for realistic systems. Even in the case of a single resonance state, complete nonlocal calculations are hardly available. They exist for the nitrogen molecule, ${ }^{49}$ the hydrogen molecule, ${ }^{50}$ and a nearly complete nonlocal calculation also for the fluorine molecule. ${ }^{51}$ If two or more nuclear coordinates are involved, as is expected for polyatomic molecules, the computation is extremely tedious even for an isolated resonance. Making use of local approximations reduces considerably the numerical effort, but the computations are still cumbersome for real polyatomic molecules and are beyond the scope of this paper.

Nevertheless, we are interested in investigating possible dynamical effects due to vibronic coupling, which can be done by resorting to models. In this way we may not reproduce or predict the details of experimental observations, but rather aim at the general aspects of the possible phenomena. We have a particular model in mind which has been successful in the case of vibronic coupling in bound states. ${ }^{36,52,53}$ To be specific we consider here two discrete states of different symmetry coupled by a nondegenerate nontotally symmetric vibrational mode described by the normal coordinate $Q_{u}$. Furthermore, we include the action of a totally symmetric mode with the normal coordinate $Q_{g}$. For this situation Eqs. (15)-(17) apply. The model now consists of the following effective Hamiltonian:
$\mathscr{H}=\widetilde{H}_{0} 1+\left(\begin{array}{lr}E_{1}+\kappa_{1} Q_{g}+F_{11}\left(E-\widetilde{H}_{0}\right) & \lambda Q_{u} \\ \lambda Q_{u} & E_{2}+\kappa_{2} Q_{g}+F_{22}\left(E-\widetilde{H}_{0}\right)\end{array}\right)$,
where the nomenclature of Ref. 36 is used. Comparing with the general expression (8) we note that the discrete-state quantities $V_{1}-V_{0}, V_{2}-V_{0}$, and $U_{12}$ have been expanded about $Q_{0}=0$ in powers of $Q_{g}$ and $Q_{u}$ up to the linear term. $E_{1}$ and $E_{2}$ are the vertical energy differences at $Q_{0}$ between the target potential energy surface and the corresponding diabatic surfaces of the discrete states $\left|d_{1}\right\rangle$ and $\left|d_{2}\right\rangle$, respectively. The quantities $\kappa_{1}, \kappa_{2}$, and $\lambda$ are called intra- and interstate coupling constants. ${ }^{36}$

The target system is taken to be a two dimensional harmonic oscillator, i.e., $\widetilde{H}_{0}$ takes on the appearance

$$
\begin{equation*}
\widetilde{H}_{0}=T_{N}+V_{0} \tag{39a}
\end{equation*}
$$



FIG. 1. Adiabatic potential energy curves of the square-root intersection model along the nontotally symmetric coordinate $Q_{u}$ for two characteristic values of the $Q_{g}$ coordinates. Left side ( 1 A ): $Q_{g}$ is chosen at the intersection, i.e., $Q_{g}=Q_{g}^{c}$. Right side (1B): $Q_{g}$ is chosen such that the energy difference at $Q_{u}=0$ is 0.25 eV . The relevant parameters are $\lambda=1.1, \Gamma_{11}=0.25, \Gamma_{22}=2.5$, and $\omega_{u}=0.15$, all in eV.

$$
\begin{align*}
& T_{N}=-\frac{1}{2} \omega_{g} \frac{\partial^{2}}{\partial Q_{g}^{2}}-\frac{1}{2} \omega_{u} \frac{\partial^{2}}{\partial Q_{u}^{2}},  \tag{39b}\\
& V_{0}=\frac{1}{2} \omega_{g} Q_{g}^{2}+\frac{1}{2} \omega_{u} Q_{u}^{2} \tag{39c}
\end{align*}
$$

where $\omega_{g}$ and $\omega_{u}$ are the vibrational frequencies of the totally symmetric and nontotally symmetric modes, respectively. The diabatic potential energy surfaces of the discrete states are thus shifted harmonic surfaces. These states are coupled to the continuum resulting in the nonlocal level-shift operators $F_{11}$ and $F_{22}$, and to each other via the vibronic coupling term $U_{12}=\lambda Q_{u}$.

## A. Static aspects of the model

As discussed above, the potential energy surfaces of the discrete states are harmonic surfaces shifted with respect to the target surfaces. Despite this simple structure of the diabatic surfaces, the adiabatic surfaces are of considerable complexity. Since the discrete states are of different symmetries, the adiabatic surfaces may cross at $Q_{u}=0$. As soon as $\boldsymbol{Q}_{u}$ takes on values different from zero the adiabatic surfaces repel, giving rise to a conical intersection. ${ }^{54-56}$ Conical intersections play an important role in the nuclear dynamics in bound electronic states of polyatomic molecules. ${ }^{36}$ In the case of resonance states, the coupling to the continuum may considerably change the picture. The potential energy surfaces become complex functions of $\mathbf{Q}$. In the following we briefly discuss within the present model the major differences between bound and resonance states. To keep the discussion as transparent as possible we put the widths $\Gamma_{11}$ and $\Gamma_{22}$ to be constants, i.e., independent of the energy and the nuclear coordinates.

In the bound state problem, i.e., $\Gamma_{11}=\Gamma_{22}=0$, the adiabatic surfaces $V_{+}\left(Q_{g}, Q_{u}\right)$ and $V_{-}\left(Q_{g}, Q_{u}\right)$ exhibit a conical intersection at $Q_{u}^{c}=0$ and $Q_{g}^{c}=\left(E_{2}-E_{1}\right) /\left(\kappa_{1}-\kappa_{2}\right)$. A perspective view of these surfaces for a prototype conical intersection can be seen in Fig. 6 of Ref. 36. In the present model these real surfaces are identical with the poles of the fixed-nuclei $K$ matrix, $W_{+}$and $W_{-}$, defined in Eq. (30b). We shall use this notation to distinguish between the complex and the corresponding real surfaces. In the resonance-state situation the surfaces $V_{ \pm}$are given by the eigenvalues of $\mathscr{H}-T_{N} 1$ and read

$$
\begin{align*}
V_{ \pm}\left(Q_{g}, Q_{u}\right)= & V_{0}\left(Q_{g}, Q_{u}\right)+\left\{\left[Z_{1}+Z_{2}\right]\right. \\
& \left. \pm\left[\left(Z_{1}-Z_{2}\right)^{2}+4 \lambda^{2} Q_{u}^{2}\right]^{1 / 2}\right\} / 2  \tag{40a}\\
Z_{p}\left(Q_{g}\right)=E_{p}+ & \kappa_{p} Q_{g}-i \Gamma_{p p} / 2 ; \quad p=1,2 \tag{40b}
\end{align*}
$$

Being complex, these surfaces may intersect at two points, the coordinates of which are given by

$$
\begin{align*}
& Q_{u}^{ \pm}= \pm\left(\Gamma_{11}-\Gamma_{22}\right) / 4 \lambda  \tag{41a}\\
& Q_{g}^{c}=\left(E_{2}-E_{1}\right) /\left(\kappa_{1}-\kappa_{2}\right) \tag{41b}
\end{align*}
$$

The value of $Q_{g}$ at these intersections is the same as for the conical intersection in the corresponding bound state problem obtained for vanishing widths. In Fig. 1A the surfaces $V_{ \pm}$are shown as a function of $Q_{u}$ at $Q_{g}=Q_{g}^{c}$. The real and imaginary parts of the curves are shown separately. For values of $Q_{u}$ between the degeneracy points $Q_{u}{ }^{+}$and $Q_{u}{ }^{-}$the real parts, $\operatorname{Re} V_{+}$and $\operatorname{Re} V_{-}$, are identical while the imaginary parts, $\operatorname{Im} V_{+}$and $\operatorname{Im} V_{-}$, are not. These parts are identical everywhere else and the widths become $\left(\Gamma_{11}+\Gamma_{22}\right) / 2$. The two curves repel each other giving rise to an energy split


FIG. 2. Perspective view of the adiabatic energy surfaces of the square-root intersection model. Only the real parts of the surfaces are shown.
$2 \lambda\left[Q_{u}^{2}-\left(Q_{u}^{ \pm}\right)^{2}\right]^{1 / 2}$ compared to the split of $2 \lambda Q_{u}$ in the bound state problem.

Figure 1 B shows the surfaces $V_{ \pm}$as a function of $Q_{u}$ for a value of $Q_{g}$ which is different from $Q_{g}^{c}$. The degeneracies of $\operatorname{Re} V_{+}$and $\operatorname{Re} V_{-}$and also of $\operatorname{Im} V_{+}$and $\operatorname{Im} V_{-}$are lifted. For small values of $\left|Q_{g}-Q_{g}^{c}\right|$ the energies at the points (41) split proportionally to $\left[Q_{g}-Q_{g}^{c}\right]^{1 / 2}$, in contrast to a conical intersection situation, where the split is linear in $Q_{g}-Q_{g}^{c}$. The vicinity of the intersection of $V_{+}$and $V_{-}$is thus characterized by the square roots of $Q_{g}-Q_{g}^{c}$ and $Q_{u}-Q_{u}^{ \pm}$along the $Q_{g}$ and $Q_{u}$ coordinates, respectively. This "square-root intersection", as we call it, is typical for complex surfaces. A perspective view of the real part of the surfaces $V_{+}$and $V_{-}$is given in Fig. 2 for a square-root intersection situation. The types of intersections typical for bound state potential energy surfaces are discussed in Ref. 56.

The existence of two intersection points of $V_{+}$and $V_{-}$ gives rise to another interesting difference between the real parts of these functions and $W_{ \pm}$. In a conical intersection situation, $W_{+}$exhibits as a function of $Q_{u}$ a single minimum at $Q_{u}=0 . W_{-}$possesses a maximum at this point, but may show two minima at $Q_{u} \neq 0$. The condition for this symmetry breaking is

$$
\left|2 \lambda^{2} / \omega_{u}\left(E_{1}+\kappa_{1} Q_{g}-E_{2}-\kappa_{2} Q_{g}\right)\right|>1
$$

The symmetry breaking by a nontotally symmetric coupling mode is a well-known phenomenon for bound states. ${ }^{57}$ As seen in Figs. 1 and 2, the real part of $V_{-}$may exhibit three minima, one at $Q_{u}=0$ and two at $Q_{u} \neq 0$. The minimum of


FIG. 3. Perspective view of the real part of the nonadiabatic coupling element $g_{u}$ in the square-root intersection model.
$V_{-}$at $Q_{u}=0$ has its origin in the fact that for $Q_{g}=Q_{g}^{c}$, the curves $\operatorname{Re} V_{+}$and $\operatorname{Re} V_{-}$are parallel to the target surface $V_{0}$ for values of $Q_{u}$ between $Q_{u}^{-}$and $Q_{u}^{+}$. It is worth noting that the two minima at $Q_{u} \neq 0$ may energetically lie above or below the one at $Q_{u}=0$.

In the bound state situation, the nuclear motions on the adiabatic potential energy surfaces $W_{+}$and $W_{-}$are coupled by a nonadiabatic operator. This coupling is singular at the conical intersection. ${ }^{36}$ In the present resonance model, the nonadiabatic operator, defined via Eq. (35), reads

$$
\begin{align*}
\Lambda= & -\sum_{\alpha=g_{,}, u} \frac{\omega_{\alpha}}{2} \\
& \times\left(\begin{array}{cc}
g_{\alpha}^{2} & -\frac{\partial g_{\alpha}}{\partial Q_{\alpha}}-2 g_{\alpha} \frac{\partial}{\partial Q_{\alpha}} \\
\frac{\partial g_{\alpha}}{\partial Q_{\alpha}}+2 g_{\alpha} \frac{\partial}{\partial Q_{\alpha}} & g_{a}^{2}
\end{array}\right),  \tag{42a}\\
g_{g}= & \frac{-\left(\kappa_{1}+\kappa_{2}\right) \lambda Q_{u}}{\left(Z_{1}-Z_{2}\right)^{2}+4 \lambda^{2} Q_{u}^{2}},  \tag{42b}\\
g_{u}= & \frac{\left(Z_{1}-Z_{2}\right) \lambda}{\left(Z_{1}-Z_{2}\right)^{2}+4 \lambda^{2} Q_{u}^{2}} . \tag{42c}
\end{align*}
$$

As an example the real part of the element $g_{u}$ is depicted in Fig. 3 for a prototype square-root intersection. Both complex elements $g_{u}$ and $g_{g}$ exhibit two singularities at the intersection points given by Eq. (41). The element $g_{g}$ vanishes at


FIG. 4. Integral and differential resonant cross sections for the elastic channel $n_{u}=0 \rightarrow 0$ and first vibrationally inelastic channel $n_{u}=0 \rightarrow 1$. The differential cross sections are normalized to unity at the scattering angle $\theta=0^{\circ}$. The partial cross sections $\sigma_{11}(E)=\sigma_{22}(E)$ and $\sigma_{21}(E)=\sigma_{12}(E)$ are shown as broken lines for the elastic and inelastic channels, respectively. The relevant parameters are: $E_{1}=E_{2}=5.85, \Gamma_{11}=\Gamma_{22}=0.25, \lambda=0.5$, and $\omega_{u}=0.2$, all values in eV .
$Q_{u}=0$ where $\left|g_{u}\right|$ takes on its minimum for fixed values of $Q_{g}$ in the vicinity of $Q_{g}^{c}$. When $\left|\Gamma_{11}-\Gamma_{22}\right|$ grows, the intersection points around which the elements $g_{g}$ and $g_{u}$ are substantial move away from $Q_{u}=0$. This weakens the nonadiabatic effects, at least those present in the elastic scattering, since the ground vibrational state of the target molecule is localized at $\boldsymbol{Q}_{u}=0$.

## B. Numerical investigation of the nuclear dynamics

In this subsection we discuss integral and differential cross sections computed using the effective model Hamiltonian (38). Although this Hamiltonian is of simple structure, the numerical evaluation of the cross sections requires considerable effort. Assuming the hopping matrix elements $V_{1 E}$ and $V_{2 E}$ to solely depend on energy, the expressions for the cross sections simplify somewhat and read $(p, q=1,2)$

$$
\begin{equation*}
\left.\sigma_{p q}(E)=\frac{\pi}{2 E} \Gamma_{p p}\left(E_{f}\right) \Gamma_{q q}\left(E_{i}\right)\left|\langle\mathbf{n}| R_{p q}\right| \theta\right\rangle\left.\right|^{2}, \tag{43}
\end{equation*}
$$

where $R_{p q}$ is the $p, q$ element of the resolvent $(E 1-\mathscr{H})^{-1}$. Since the Hamiltonian describes linear vibronic coupling, the vibrational matrix elements of the resolvent can be calculated by continued fraction methods. ${ }^{47,48,58}$ The evaluation of these elements is described in Appendix B.

We have performed numerous computations of the vibrational excitation cross sections for various values of the parameters appearing in the Hamiltonian (38). The results obtained exhibit several interesting effects originating from the vibronic interaction of the resonances. Out of these results we discuss here a few examples which should help in identifying typical vibronic coupling effects. For the sake of transparency we begin with examples of single-mode dynamics, i.e., only the coupling mode $Q_{u}$ is considered and the totally symmetric mode $\boldsymbol{Q}_{\boldsymbol{g}}$ is discarded. Furthermore, we put the widths to be constants. In our first example we consider two discrete states with the same energy and identical coupling to the continuum, i.e., $E_{1}=E_{2}$ and $\Gamma_{11}=\Gamma_{22}$.

These states should interact through the nontotally symmetric mode $Q_{u}$. Short lived states which fulfill these conditions to a sufficiently high accuracy are, for instance, core hole states of symmetric polyatomic molecules like ${ }^{59} \mathrm{CO}_{2}$. The problem is exactly solvable, since the effective Hamiltonian (38) can be explicitly diagonalized by a $Q_{u}$-independent orthogonal transformation. The result simply reads

$$
\begin{equation*}
\left\langle n_{u}\right| R_{p q}|0\rangle=\sum_{m} \frac{\left\langle n_{u} \mid \tilde{m}\right\rangle\langle\tilde{m} \mid 0\rangle}{E-E_{1}+\lambda^{2} / \omega_{u}-m \omega_{u}+i \Gamma_{11} / 2} \tag{44}
\end{equation*}
$$

where $\mid \tilde{m})$ are the vibrational states of the harmonic oscillator shifted by $\lambda Q_{u}$. Explicit expressions for the product of Franck-Condon factors $\left\langle n_{u} \mid \tilde{m}\right\rangle\langle\tilde{m} \mid 0\rangle$ can easily be given, see, e.g. Ref. 60 . It should be remembered that Eq. (44) holds for $p=q$ when $n_{u}$ is an even number and for $p \neq q$ when $n_{u}$ is odd.

The integral and differential cross sections obtained for the first example are exhibited in Fig. 4 for the elastic and the first inelastic channel. Shown are also the quantities $\sigma_{11}(E)$ and $\sigma_{12}(E)$ [see Eq. (16)]. The differential cross sections are normalized to unity at $\theta=0$. These normalized differential cross sections do not depend on the energy $E$ as can be readily anticipated by considering Eq. (44). The transformation leading to this equation tells us that the nuclear motion takes place on two decoupled shifted harmonic oscillators, one shifted by $+\lambda Q_{u}$ and the other by $-\lambda Q_{u}$. Consequently, $T_{12}=T_{21}$ and $T_{11}=T_{22}$ in every channel and according to Eq. (17) the normalized differential cross sections are given by

$$
\left[f(\theta)+f_{12}(\theta)\right] /\left[f(0)+f_{12}(0)\right]
$$

and

$$
\left[g_{11}(\theta)+g_{22}(\theta)+2 g_{12}(\theta)\right] /\left[g_{11}(0)+g_{22}(0)+2 g_{12}(0)\right]
$$

for an odd and even number of quanta, respectively.
Since $f(\theta), g_{11}(\theta)$, and $g_{22}(\theta)$ are symmetric functions and $f_{12}(\theta)$ as well as $g_{12}(\theta)$ are antisymmetric functions of $\theta-\pi / 2$, the differential cross sections shown in Fig. 4 are


FIG. 5. Integral and differential resonant cross sections for the elastic channel $n_{u}=0 \rightarrow 0$ and first vibrationally inelastic channel $n_{u}=0 \rightarrow 1$. The differential cross sections are normalized to unity at the scattering angle $\theta=0^{\circ}$. They are shown for three values of the electron energy: $E=5.3 \mathrm{eV}$ (solid curve), $E=5.7$ eV (solid curve with squares), and $E=6.5 \mathrm{eV}$ (solid curve with a few circles). Partial integral cross sections are also shown below the integral cross sections. $\sigma_{11}(E)$ and $\sigma_{21}(E)$ as circles and $\sigma_{22}(E)$ and $\sigma_{12}(E)$ as crosses. The values of the parameters are the same as in Fig. 4 except of $\Gamma_{11}=0.05 \mathrm{eV}$ and $\Gamma_{22}=0.45 \mathrm{eV}$.
"maximally" nonsymmetric about $\theta=\pi / 2$. In particular, $f(\theta)+f_{12}(\theta)$ vanishes at $\theta=\pi$ for all kinds of waves participating in the scattering. To draw Fig. 4 as well as in the following examples studied here we have chosen $d$ waves and $p$ waves to dominate the scattering associated with the discrete states $\left|d_{1}\right\rangle$ and $\left|d_{2}\right\rangle$, respectively. The corresponding angular factors are given in Table A1 of Appendix A for $l_{1}=2, m_{1}= \pm 1$ and $l_{2}=1, m_{2}= \pm 1$, respectively.

The parameters in our second example are the same as in the first example except that the widths of the two diabatic resonances are not equal. We have chosen $\Gamma_{11}=0.05$ and $\Gamma_{22}=0.45 \mathrm{eV}$. Their mean value is the same as in the first example. The computed cross sections are displayed in Fig. 5. The elastic cross sections reflect the major differences between the two examples. For $\Delta \Gamma \neq 0$, where $\Delta \Gamma=\Gamma_{22}-\Gamma_{11}$, the elastic cross section is more asymmetric and exhibits two main humps. Particularly noticeable is the striking difference between the quantities $\sigma_{11}(E)$ and $\sigma_{22}(E)$ which are equal to each other in the first example where $\Delta \Gamma=0$. In Fig. 5, $\sigma_{22}(E)$ dominates over $\sigma_{11}(E)$ which is noticeable only around the energy $E_{11}=E_{22}$ of the diabatic resonances. The ratio of $\sigma_{11}$ and $\sigma_{22}$ can partly be realized by considering the prefactors in Eq. (43) which are strongly in favor of $\sigma_{22}$. In spite of the smallness of $\sigma_{11}(E)$, the existence of two resonances has considerable impact on the asymmetry and energy dependence of the differential cross section.

For the excitation of an odd number of vibrational quanta the partial integral cross sections $\sigma_{12}(E)$ and $\sigma_{21}(E)$ also differ from each other. As can be seen in Fig. 5, both quantities are substantial. Consequently, the normalized differential cross section remains highly asymmetric about $\pi / 2$ for most energies and is similar to that shown in Fig. 4. The most sensitive test for the underlying energy dependence is at
$\theta=\pi$, where $d \sigma / d \Omega$ vanishes if $T_{12}(E)=T_{21}(E)$. It should be noticed that in the fixed-nuclei approximation we always find $T_{12}(E)=T_{21}(E)$ as can easily be anticipated from Eq. (24). For $\Delta \Gamma \neq 0$ the remarkable deviation of $\sigma_{12}$ from $\sigma_{21}$ changes strongly with energy $E$ and is of dynamical origin and thus difficult to understand in simple terms. Instead of being equal, one rather finds

$$
\begin{equation*}
T_{12}\left(E+n \omega_{u} ; n \rightarrow m\right)=T_{21}\left(E+m \omega_{u} ; m \rightarrow n\right) \tag{45}
\end{equation*}
$$

which implies that, apart from a shift of the energy axis, the cross sections for the vibrational excitations $n \rightarrow m$ and $m \rightarrow n$ are equal to each other for odd $|n-m|$. Note that $E$ is the kinetic energy of the incident electron and $E+n \omega_{u}$ and $E+m \omega_{u}$ are total energies.

To gain some insight into the partial cross sections $\sigma_{12}$ and $\sigma_{21}$ we express them in terms of $\sigma_{11}$ and $\sigma_{22}$ for the elastic channel. These quantities possess counterparts in the spectroscopy of bound states and are thus simpler to rationalize. Using the basic relation (43) one obtains the following relation which is of relevance for small interstate coupling constant $\lambda(p \neq q)$ :

$$
\begin{equation*}
\sigma_{q p}(E ; 0 \rightarrow 1)=\frac{2 \lambda^{2}}{\Gamma_{11} \Gamma_{22}} L_{q}\left(E-\omega_{u}\right) \sigma_{p p}(E ; 0 \rightarrow 0)+O\left(\lambda^{4}\right) \tag{46a}
\end{equation*}
$$

where $L_{q}(E)$ is a Lorentzian given by

$$
\begin{equation*}
L_{q}(E)=\left[\Gamma_{q q} / 2\right]^{2} /\left\{\left[E-E_{q}\right]^{2}+\left[\Gamma_{q q} / 2\right]^{2}\right\} . \tag{46b}
\end{equation*}
$$

In general, $\sigma_{12}$ and $\sigma_{21}$ for the first inelastic channel can only be substantial at energies where the elastic partial cross sections $\sigma_{22}$ and $\sigma_{11}$, respectively, are not too small. This finding applies to Fig. 5 and in particular to Fig. 6 which shows the results of the next example. Following Eq. (46), the presence of a small width, say $\Gamma_{11}$, acts on $\sigma_{22}$ as a "window" via the narrow Lorentzian $L_{1}$ giving rise to a sharp peak at $E \approx E_{1}+\omega_{u}$. Such peaks have been observed in some of the


FIG. 6. Integral and differential resonant cross sections. For more details see Fig. 5. The values of the parameters are the same as in Fig. 5 except of $E_{1}=5.45$ eV and $E_{2}=5.85 \mathrm{eV}$.
computed inelastic excitation functions. Of course, Eq. (46) only applies when $\lambda$ is small or, more precisely, when $\sigma(E ; 0 \rightarrow 2)$ can be neglected compared to $\sigma(E ; 0 \rightarrow 0)$.

The results shown in Fig. 6 have been computed using the same parameters as used in the preceding example except that the diabatic state with the smaller width has been shifted downwards by $2 \omega_{u}: E_{2}=E_{1}+2 \omega_{u}$. The major impact of this change of parameters on the cross sections is the remarkable increase of the weight of the second hump at about $E=6 \mathrm{eV}$. To explain this finding we resort to Fig. 1B which shows the adiabatic potential energy curves $V_{ \pm}$in a situation similar to the present one. Assuming the adiabatic approximation to apply (see Sec. III C), the real part of the "lower" curve, $\operatorname{Re} V_{-}$, gives rise to the progression of peaks constituting the first hump in the (elastic) cross section of Fig. 6. The energy spacing of adjacent peaks is indeed $\approx \omega_{u}$ as expected in such a situation. The second hump corresponds to the real part of the "upper" curve $\operatorname{Re} V_{+}$. This curve is steep and leads to large spacings of the energy levels. The substructure of the second hump is due to the nonadiabatic interaction of these levels with nearby lying levels of $\operatorname{Re} V_{-}$. The situation in the preceding example, Fig. 5, is somewhat different. In this example the adiabatic potential curves $V_{+}$and $V_{-}$are degenerate at two points as seen in Fig. 1A. The nonadiabatic matrix elements discussed in Sec. IV A diverge at these points and the adiabatic approximation fails completely. The cross sections resemble, therefore, those in our first example shown in Fig. 4, where a $\boldsymbol{Q}_{\boldsymbol{u}}$-independent transformation has lead to the exact solution of the problem, i.e., where the diabatic picture ${ }^{61}$ and not the adiabatic one applies.

It is encouraging to see that the concepts of adiabatic potential energy curves widely used in spectroscopy of longlived states are also useful in the context of scattering via resonance states. For a discussion of a related model in spectroscopy see, e.g., Ref. 36. In the resonant scattering situation not only the real parts, but also the imaginary parts of
the potential curves $V_{+}$and $V_{-}$are helpful in the understanding of the computed cross sections. At first sight it seems peculiar that we do not observe any sharp peaks in Figs. 5 and 6 although one of the discrete states couples very weakly to the continuum, i.e., $\Gamma_{11}$ is very small. A glance at the corresponding Im $V_{ \pm}$in Figs. 1A and 1B explains this peculiarity which is typical for vibronic coupling situations. Except for a range of $Q_{u}$ symmetric about $Q_{u}=0$, where $\operatorname{Re} V_{+}$and $\operatorname{Re} V_{-}$are close to each other, one finds that $\operatorname{Im} V_{+} \approx \operatorname{Im} V_{-} \approx\left(\Gamma_{11}+\Gamma_{22}\right) / 2$. In other words, if a narrow resonance interacts vibronically with a broad one, the resulting widths of the adiabatic resonances take on the mean value of the original widths and no sharp peaks will occur. It is only the region around $Q_{u}=0$ or, more precisely, those vibrational wave functions which have considerable contributions in this region, to which this picture does not apply. On the other hand, the nonadiabatic operator (see Secs. III C and IV A) is most effective at the degeneracy points and will lead to a mixing of these vibrational wave functions of $V_{+}$and $V_{-}$and thus tend to equalize the widths.

In the examples corresponding to Figs. 5 and $6, \Gamma_{11}$ has been chosen to be small compared to the vibrational frequency $\omega_{u}$ and the opposite is true for $\Gamma_{22}$. Their mean value is the same as in our first example where both widths have been set equal. By comparing the cross sections in Figs. 5 and 6 with those of the first example, Fig. 4, we indeed observe the peaks to be of comparable width in all three figures. In Fig. 6 this applies in particular to the peaks of the first hump which correspond to wave functions of the double-well curve $\operatorname{Re} V_{-}$.

In the following we investigate the influence of an additional vibrational degree of freedom on the nuclear dynamics in vibronically coupled resonances. We employ the full $\mathrm{Ha}-$ miltonian (38) and choose the widths to be functions of energy but independent of the nuclear coordinates. The nuclear dynamics is thus governed by a nonlocal potential. We choose

$$
\begin{equation*}
\Gamma_{p p}(E)=a_{p} E^{(2 l+1) / 2} \exp \left\{-b_{p} E\right\} \tag{47}
\end{equation*}
$$

which fulfills Wigner's threshold law ${ }^{62}$ for scattering dominated by $l$ waves at threshold in the absence of long-range forces. The real part $\Delta_{p p}(E)$ of the complex level-shift $F_{p p}(E)$ can be calculated via the Hilbert transform of $\Gamma_{p p}(E)$ according to Eq. (9c). For the specific width function in Eq. (47) the level-shift function is explicitly given in Ref. 49. The use of width functions which fulfill the threshold law is particularly important for resonances which overlap the threshold. ${ }^{42}$ The vibronic coupling mechanism intermingles the diabatic resonances and may drastically change the behavior of the cross sections in the vicinity of the threshold as a function of energy and channel number. Here, we shall not further pursue this point.

Because of the large number of parameters entering the model Hamiltonian (38), a discussion of all the relevant multimode effects contained in it is not possible. Since we present here the first two-mode nuclear dynamics calculation in coupled resonances, we concentrate on a single example which brings to light an interesting vibronic phenomenon.

Figure 7 shows integral cross sections for the vibrational excitations $(0,0) \rightarrow\left(n_{g}, n_{u}\right)$ of the totally symmetric and nontotally symmetric modes. The parameters used in the computations are listed in the figure caption. Except of the widths, all the relevant parameters are taken from a realistic bound-state example which has been investigated previously. ${ }^{36}$ In the absence of vibronic coupling, the inelastic cross sections for odd quantum numbers $n_{u}$ of the nontotally symmetric mode vanish. In this case the elastic scattering cross section consists of two humps centered at $E_{1}$ and $E_{2}$ corresponding to the two diabatic resonance states. Since $\Gamma_{11}\left(E_{1}\right)$ is considerably smaller than $\Gamma_{22}\left(E_{2}\right)$, the hump at lower energy is much narrower than that at higher energy. The vibronic coupling mechanism is a very efficient mechanism
for the excitation of nontotally symmetric modes. Figure 7 demonstrates that even for moderate interstate and intrastate coupling the excitation of a single quantum number of the nontotally symmetric mode can easily be stronger than that of the totally symmetric mode. The elastic cross section in the presence of vibronic coupling again exhibits two humps. As can be seen in Fig. 7 these humps overlap strongly. In particular, a third hump which is masked by substructures emerges between these two humps. This central hump originates from the partial cross section $\sigma_{22}(E)$ and the substructure from $\sigma_{11}(E)$. The appearance of a three hump structure is nicely documented by the $(0,0) \rightarrow(0,1)$ excitation function shown in Fig. 7. For other choices of parameters we have obtained a more pronounced central hump.

The existence of a central hump is a multimode vibronic effect. To underline this finding we have repeated the computation using the same set of parameters but discarding the totally symmetric mode, i.e., $\kappa_{1}=\kappa_{2}=0$. The results obtained for this single-mode problem are shown in Fig. 8 for the elastic and first inelastic channels. There is no indication for a central hump in both cross section.

The different relative heights of the two humps in Fig. 8 and the two terminal humps in Fig. 7 is eyecatching for the elastic channel. Whereas both humps in the two-mode case and the first hump in the single-mode case ascend to about 5 $\AA^{2}$, the second single-mode hump reaches $10 \AA^{2}$. This difference in relative heights becomes much more spectacular for other values of the model parameters. This phenomenon is a typical multimode vibronic coupling phenomenon.

In the single-mode situation the upper potential curve $\operatorname{Re} V_{+}$is steep, giving rise to large spacings of the vibrational levels. Since $\operatorname{Re} V_{+}$is more or less parallel to the ground state curve $V_{0}\left(Q_{u}\right)$, only a few of these levels are accessible in elastic scattering owing to the rapid decrease of the FranckCondon factors with growing quantum numbers. Because of the vibronic coupling these vibrational levels interact with


FIG. 7. Integral cross sections for the two-mode nonlocal problem (solid lines). $n_{g}$ and $n_{u}$ are the final quantum numbers of the totally and nontotally symmetric mode, respectively. Partial integral cross sections are also shown: $\sigma_{11}(E)$ and $\sigma_{21}(E)$ as circles and $\sigma_{22}(E)$ and $\sigma_{12}(E)$ as crosses. The values of the parameters are: $E_{1}=2.45, E_{2}=2.85, \lambda=0.318, \kappa_{1}=-0.212, \kappa_{2}=0.254, \omega_{g}=0.258, \omega_{u}=0.091, a_{1}=0.086, a_{2}=0.186$, all in eV , and $b_{1}=0.833 \mathrm{eV}^{-1}$, $b_{2}=0.375 \mathrm{eV}^{-1}$. Note that $a_{p}$ and $b_{p}$ are used to define the energy dependent width $\Gamma_{p p}(E)$ in Eq. (47).


FIG. 8. Integral and differential cross sections for the single-mode nonlocal problem corresponding to Fig. 7. Only the coupling mode is considered and the effect of the totally symmetric mode is discarded. The differential cross sections normalized to unity at $\theta=0^{\circ}$ are shown for three values of the electron energy: $E=2.3 \mathrm{eV}$ (solid curve), $E=2.7 \mathrm{eV}$ (solid curve with squares), and $E=3.1 \mathrm{eV}$ (solid curve with a few circles). For further details see caption of Fig. 7.
vibrational levels of $\operatorname{Re} V_{-}$which are close by in energy and their "intensity" is spread over the resulting vibronic levels. The situation is similar in the multimode case except that the effects are much more pronounced. The density of vibrational levels of $\operatorname{Re} V_{-}$at the levels of $\operatorname{Re} V_{+}$which are well accessible is much higher and the magnitude of the nonadiabatic effects is enhanced due to the presence of a square-root intersection of $V_{+}\left(Q_{g}, Q_{u}\right)$ and $V_{-}\left(Q_{q}, Q_{u}\right)$ as has been described in Sec. IV A (see also Figs. 2 and 3 ). Consequently, the intensity of the vibrational levels of $\operatorname{Re} V_{+}$is spread over numerous vibronic levels. According to Eq. (43) the overlap of the vibrational ground state $|0,0\rangle$ with these vibronic
states enters the expression for the cross section in the fourth power which explains why the hump at high energy originating from $V_{+}$is much higher in the single-mode case. Of course, the arguments brought above suffer somewhat from the fact that the imaginary parts of $V_{+}$and $V_{-}$are also of importance. Nevertheless, they have been found to be applicable to explain the computed results at least qualitatively. In particular, the vibronic coupling mechanism tends to equalize the widths. If the widths are equal and constant, their influence on the cross sections is trivial and the above arguments fully apply. Finally, we mention that similar effects are present in the spectroscopy of related multimode


FIG. 9. Differential cross sections for the nonlocal two-mode problem of Fig. 7. The cross sections are normalized to unity at $\theta=0^{\circ}$. They are shown for three values of the electron energy: $E=2.3 \mathrm{eV}$ (solid line), $E=2.7 \mathrm{eV}$ (solid line with squares), and $E=3.1 \mathrm{eV}$ (solid line with a few circles). For further details consult caption of Fig. 7.
bound state systems. ${ }^{36}$ In spectroscopy, however, the effects are less pronounced as the line intensity is related to the second power of the above mentioned overlap of states.

The normalized differential cross sections corresponding to the integral ones of Fig. 7 are shown in Fig. 9 for three different electron energies. For the elastic and the $n_{u}=1$ first inelastic channel the differential cross sections are very similar to those found in our second and third single-mode examples. This is partly due to the fact that, as in these examples, the partial cross section $\sigma_{22}(E)$ is large everywhere and that $\sigma_{21}(E)$ and $\sigma_{12}(E)$ are of comparable magnitude. The normalized differential cross sections for the $(0,0) \rightarrow(1,0)$ and $(0,0) \rightarrow(1,1)$ excitations exhibit a more remarkable energy dispersion. The behavior of the partial cross sections reflects this energy dispersion. The quantity $\sigma_{22}(E)$ for the former excitation falls off more rapidly at lower energies than for the elastic scattering and $\sigma_{12}(E)$ is surprisingly small in the central part of the cross section for the latter excitation. It should be mentioned that, in general, the differential cross sections for the higher channels may depend more strongly on energy and on the scattering angle than those for the lower channels. For the $(0,0) \rightarrow(2,1)$ excitation of the present example, for instance, the normalized differential cross section grows by a factor of 10 at $E=3.1 \mathrm{eV}$ but falls off to nearly zero at $E=2.3 \mathrm{eV}$ when going from $\theta=0$ to $\theta=\pi$.

## V. BRIEF SUMMARY

The nuclear dynamics in coupled resonance states is governed by an effective, complex, energy dependent, and nonlocal matrix potential. This potential describes two different coupling mechanisms. The resonances may interact via the coupling to the nonresonant scattering continuum and via the direct vibronic coupling of the discrete states out of which they emerge. In the present work the latter mechanism is discussed in greater detail.

The computation of the nuclear dynamics in the vibronically coupled resonance states for real systems involves an enormous numerical effort because of the complicated nature of the potential involved. To simplify the problem, local approximations are discussed. Furthermore, the local potential and in particular the complex adiabatic potential surfaces associated with it allow for the interpretation of the complicated nuclear dynamics within the combination of common frameworks used in the discussion of isolated resonance states and of the vibronic coupling in bound states.

To learn about the influence of the vibronic coupling mechanism on the vibrational excitation of molecules by resonant electron impact, a model is introduced which allows the computation of the nuclear dynamics for two modes in a nonlocal energy dependent potential. The model is an extension of a model which has been successfully applied to vibronic coupling of bound states. The results obtained for a few examples are discussed. Particularly interesting is the vibronic coupling between a narrow and a wide resonance. In this "competition" the wide resonance wins in the sense that there is a tendency for the narrow peaks to widen considerably due to the interaction. In general it is found that the vibronic coupling between resonances provides an efficient mechanism for the excitation of odd quanta of nonto-
tally symmetric modes by resonant electron scattering. Vibronic coupling can markedly influence the angular distribution of the scattered electrons and the behavior of the vibrational excitation cross sections at threshold.

Of course it is desirable to analyze the nuclear dynamics in vibronically coupled resonances for a real molecule. To do so requires detailed fixed-nuclei data obtained, preferably by $a b$ initio methods, on the discrete states and their coupling to the continuum and/or detailed experimental scattering data, e.g., vibrational excitation functions for various modes. These data are not yet available for a suitable molecule. The present investigation may help to identify the vibronic coupling effects and provides a first insight into the nature of the underlying interesting mechanism.
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## APPENDIX A: EXPLICIT EXPRESSIONS FOR THE ANGULAR FACTORS

In this appendix we quote the results obtained for the angular factors introduced in Eq. (17) under the condition that for each isolated resonance the scattering is in a single partial wave, $l_{p}$, in the molecule-fixed frame, i.e.,

$$
\begin{equation*}
V_{p \mathbf{k}}=V_{p e} Y_{l_{p}}^{m_{p}}(\hat{k}) \tag{A1}
\end{equation*}
$$

where $p$ indicates the discrete state $\left|d_{p}\right\rangle$. Equation (A1) has to be transformed to the laboratory frame to compute the differential cross section. In linear molecules account must be taken of the orbital angular momentum $m_{ \pm}$about the axis, where for $m \neq 0$ the subscript + or - distinguishes between the two possible directions. The differential cross sections are obtained by averaging those in Eq. (12) over the molecular orientations $\widehat{R}$,

$$
\begin{align*}
& \left(\frac{d \sigma}{d \Omega}\right)_{n_{u} \mathrm{even}}=\frac{(2 \pi)^{4}}{k^{2}} \frac{1}{4 \pi} \int d \hat{R}\left|T_{11}+T_{22}\right|^{2}  \tag{A2}\\
& \left(\frac{d \sigma}{d \Omega}\right)_{n_{z} \text { odd }}=\frac{(2 \pi)^{4}}{k^{2}} \frac{1}{4 \pi} \int d \hat{R}\left|T_{12}+T_{21}\right|^{2} \tag{A3}
\end{align*}
$$

In the case $m \neq 0$ care must be taken to superimpose the $T$ matrix elements for all possible values of $m$.

Inserting Eq. (A1) into Eq. (11) and using the usual relations for the spherical harmonics we obtain the following expressions for the differential cross sections:

$$
\begin{align*}
\left(\frac{d \sigma}{d \Omega}\right)_{n_{4} \text { even }}= & \frac{\pi}{2 E}\left\{g_{11}(\theta)\left|T_{11}(E)\right|^{2}+g_{22}(\theta)\left|T_{22}(E)\right|^{2}\right. \\
& \left.+2 g_{12}(\theta) \operatorname{Re}\left[T_{11}(E) T_{22}^{*}(E)\right]\right\}  \tag{A4}\\
\left(\frac{d \sigma}{d \Omega}\right)_{n_{4} \text { odd }}= & \frac{\pi}{2 E}\left\{f(\theta)\left[\left|T_{12}(E)\right|^{2}+\left|T_{21}(E)\right|^{2}\right]\right. \\
& \left.+2 f_{12}(\theta) \operatorname{Re}\left[T_{12}(E) T_{21}^{*}(E)\right]\right\} \tag{A5}
\end{align*}
$$

All angular factors are determined as linear combinations of Legendre functions $P_{L}(\cos \theta)$,

$$
\begin{align*}
& g_{p q}(\theta)=\sum_{L} A_{L}^{p q} P_{L}(\cos \theta)  \tag{A6}\\
& f(\theta)=\sum_{L} B_{L} P_{L}(\cos \theta)  \tag{A7}\\
& f_{12}(\theta)=\sum_{L} C_{L} P_{L}(\cos \theta) \tag{A8}
\end{align*}
$$

The coefficients are given by the following equations:

$$
\begin{align*}
& A_{L}^{p q}=\left[X_{p q}^{p q}\right]^{2} \sum_{m_{p} m_{q}}\left(\begin{array}{ccc}
l_{p} & l_{q} & L \\
m_{p} & -m_{q} & m_{q}-m_{p}
\end{array}\right)^{2}, \quad \text { (A9) } \\
& B_{L}=X_{12}^{11} X_{12}^{22} \sum(-1)^{m_{p}+m_{p}^{\prime}} \\
& \times\left(\begin{array}{cc}
l_{1} & l_{2} \\
m_{p} & -m_{q} \\
m_{q}-m_{p}
\end{array}\right)\left(\begin{array}{ccc}
l_{1} & l_{2} & L \\
m_{p}^{\prime} & -m_{q}^{\prime} & m_{q}-m_{p}
\end{array}\right),  \tag{A10}\\
& \text { (A10) } \\
& C_{L}=\left[\begin{array}{ll}
X_{12}^{12}
\end{array}\right]^{2} \sum(-1)^{m_{p}-m_{p}^{\prime}}  \tag{A11}\\
& \times\left(\begin{array}{cc}
l_{1} & l_{2} \\
-m_{p} & m_{q} \\
m_{p}-m_{q}
\end{array}\right)\left(\begin{array}{ccc}
l_{1} & l_{2} & L \\
m_{p}^{\prime} & -m_{q}^{\prime} & m_{p}-m_{q}
\end{array}\right),
\end{align*}
$$

where

$$
\begin{align*}
X_{p^{\prime} q^{\prime}}^{p q}= & \alpha_{p^{\prime}} \alpha_{q^{\prime}}\left[\frac{(2 L+1)\left(2 l_{p^{\prime}}+1\right)\left(2 l_{q^{\prime}}+1\right)}{2}\right]^{1 / 2} \\
& \times\left(\begin{array}{ccc}
l_{p} & l_{q} & L \\
0 & 0 & 0
\end{array}\right) \tag{A12}
\end{align*}
$$

The constants $\alpha_{1}$ and $\alpha_{2}$ are determined by the conditions

$$
\begin{equation*}
\int g_{p p}(\theta) d \Omega=\int f(\theta) d \Omega=1 \tag{A13}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\int g_{12}(\theta) d \Omega=\int f_{12}(\theta) d \Omega=0 \tag{A14}
\end{equation*}
$$

Equations (A6) to (A8) have been evaluated explicitly for several values of the quantum numbers $l_{1}$ and $l_{2}$. The results are collected in Table A1. In the numerical calculations discussed in Sec. IV B we have exclusively used $l_{1}=2$ ( $m_{1}= \pm 1$ ) and $l_{2}=1\left(m_{2}= \pm 1\right)$. For linear symmetric molecules this choice corresponds to discrete states of $\Pi_{g}$ and $\Pi_{u}$ symmetry, respectively. These states may couple vibronically through a vibrational mode of $\Sigma_{u}$ symmetry which does not lift the degeneracy of these states. In this case
the computed cross sections $\sigma(E)$ should be multiplied by a factor of 2 to account for the degeneracy of the discrete states. Analogous factors must be introduced in other degeneracy situations. In particular, if the degeneracy is lifted by vibronic coupling, each component of the degenerate discrete states should appear as a state in the Hamiltonian $\mathscr{H}$.

## APPENDIX B: MATRIX CONTINUED FRACTION METHOD

In this appendix we discuss the evaluation of the matrix elements of $\mathrm{C} \equiv(E 1-\mathscr{H})^{-1}$ in the basis $\left|n_{g} n_{u}\right\rangle$ which are the vibrational eigenstates of the target molecule. The effective Hamiltonian $\mathscr{H}$ is defined in Eq. (38). We may write

$$
\begin{align*}
& C_{11}=\left[E-H_{1}-U\left(E-H_{2}\right)^{-1} U\right]^{-1}  \tag{B1}\\
& C_{21}=-\left(E-H_{2}\right)^{-1} U C_{11}=-C_{22} U\left(E-H_{1}\right)^{-1} \tag{B2}
\end{align*}
$$

where the following abbreviations have been introduced ( $p=1,2$ ):

$$
\begin{align*}
H_{p}= & E_{p}+\widetilde{H}_{0}+\kappa_{p} Q_{g}+\Delta_{p p}\left(E-\widetilde{H}_{0}\right) \\
& \quad-i \Gamma_{p p}\left(E-\widetilde{H}_{0}\right) / 2  \tag{B3}\\
U= & \lambda Q_{u} \tag{B4}
\end{align*}
$$

The elements $C_{22}$ and $C_{12}$ are obtained from $C_{11}$ and $C_{21}$ by interchanging the subscripts 1 and 2 in Eqs. (B1) and (B2), respectively.

We begin with the evaluation of $\left(n_{g} n_{u}\left|C_{11}\right| 00\right\rangle$. The derivation of the more general $\left\langle n_{g} n_{u}\right| C_{11}\left|m_{g} m_{u}\right\rangle$ can be done analogously. The evaluation is carried out in two steps. In the first step $\hat{R}_{n_{u}} \equiv\left\langle n_{u}\right| C_{11}|0\rangle$ is calculated and subsequently $\left\langle n_{g}\right| \widehat{R}_{n_{u}}|0\rangle$. The hat on $\widehat{R}_{n_{u}}$ and on other quantities to be introduced below is to remind that these quantities are operators in $\boldsymbol{Q}_{g}$ space. The starting point is the identity

$$
\begin{equation*}
\left\langle n_{u}\right| C_{11}^{-1} C_{11}|0\rangle=\left\langle n_{u} \mid 0\right\rangle=\delta_{n_{u} 0} \tag{B5}
\end{equation*}
$$

Inserting $\hat{1}=\Sigma\left|m_{u}\right\rangle\left\langle m_{u}\right|$ in between $C_{11}^{-1}$ and $C_{11}$ in the above identity, we readily notice that because of

$$
\begin{equation*}
\left\langle n_{u}\right| U\left|n_{u}^{\prime}\right\rangle=\frac{\lambda}{\sqrt{2}}\left(\sqrt{n_{u}+1} \delta_{n_{u} n_{u}^{\prime}-1}+\sqrt{n_{u}} \delta_{n_{u} n_{u}^{\prime}+1}\right) \tag{B6}
\end{equation*}
$$

only $m_{u}=n_{u}$ and $m_{u}=n_{u} \pm 2$ contribute. This finding leads to the recursion relations

$$
\begin{equation*}
\hat{A}_{n_{u}} \hat{R}_{n_{u}}-\widehat{B}_{n_{u}} \hat{R}_{n_{u}+2}-\hat{B}_{n_{u}-2} \hat{R}_{n_{u}-2}=\delta_{n_{u} 0}, \tag{B7}
\end{equation*}
$$

where

TABLE A1. Explicit expressions for the angular factors $g_{11}(\theta), g_{22}(\theta), g_{12}(\theta), f(\theta)$, and $f_{12}(\theta)$. We define $x=\cos \theta$. Note that interchanging the subscripts " 1 " and " 2 " leaves $g_{12}, f$ and $f_{12}$ unchanged and $g_{11} \leftrightarrow g_{22}$.

| $l_{1}\left(m_{1}\right)$ | $l_{2}\left(m_{2}\right)$ | $4 \pi g_{11}$ | $4 \pi g_{12}$ | $4 \pi f$ | 4 $\mathrm{ff}_{12}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1(0) | 1 | \$ $x$ | 1 | $x$ |
| 1(0) | 2( $\pm 1$ ) | $3\left(1+2 x^{2}\right)$ | $\frac{3}{} \sqrt{2}\left(5 x+x^{3}\right)$ | $3\left(2+x^{2}\right)$ | $3\left(-x+4 x^{3}\right)$ |
| $1( \pm 1)$ | $0(0)$ | S ${ }^{(1+7}+x^{2}$ ) | $4 x$ | 1 | $x$ |
| 2( $\pm 1$ ) | $1( \pm 1)$ | ${ }^{4}\left(1-3 x^{2}+\frac{14}{3} x^{4}\right)$ | ${ }_{53}^{2} \sqrt{2}\left(-x+\frac{4}{5} x^{3}\right)$ | $3\left(2+x^{2}\right)$ | $3\left(-x+4 x^{3}\right)$ |

$$
\begin{align*}
\hat{A}_{n_{u}}= & E-\hat{H}_{1}\left(n_{u}\right)-\frac{\lambda^{2}}{2}\left[\frac{n_{u}}{E-\widehat{H}_{2}\left(n_{u}-1\right)}\right. \\
& \left.+\frac{n_{u}+1}{E-\hat{H}_{2}\left(n_{u}+1\right)}\right],  \tag{B8}\\
\hat{B}_{n_{u}}= & \frac{\lambda^{2}\left[\left(n_{u}+1\right)\left(n_{u}+2\right)\right]^{1 / 2}}{2\left[E-\hat{H}_{2}\left(n_{u}+1\right)\right]},  \tag{B9}\\
\hat{H}_{p}(m)= & E_{p}+m \omega_{u}+\widetilde{H}_{0 g}+\kappa_{p} Q_{g} \\
& +F_{p p}\left(E-m \omega_{u}-\widetilde{H}_{0 g}\right) . \tag{B10}
\end{align*}
$$

Apart from the zero-point energy, $\widetilde{H}_{0 g}$ is the usual harmonic oscillator Hamiltonian for the $Q_{g}$ mode: $\widetilde{H}_{0 g}\left|n_{g}\right\rangle$ $=n_{g} \omega_{g}\left|n_{g}\right\rangle$.

Once the element $\hat{R}_{0}$ is known, one obtains $\hat{R}_{2}$ from Eq. (B7) with the choice $n_{u}=0$. The next element $\widehat{R}_{4}$ is then obtained from the relation (B7) with $n_{u}=2$, and so on. On the other hand, $\widehat{R}_{0}$ can also be determined via the recursion relations (B7). By introducing a hypothetical maximum number for $n_{u}$ in (B7) above which the $\widehat{R}_{n_{u}}$ vanish, and making successive use of the recursion relations, we obtain

$$
\begin{equation*}
\widehat{R}_{0}=\left[\hat{A}_{0}-\widehat{B}_{0}\left[\hat{A}_{2}-\widehat{B}_{2}\left[\hat{A}_{4}-\widehat{B}_{4}[\cdots]^{-1} \widehat{B}_{4}\right]^{-1} \widehat{B}_{2}\right]^{-1} \widehat{B}_{0}\right]^{-1} \tag{B11}
\end{equation*}
$$

which is a continued fraction of operators in $Q_{g}$ space.
The $\hat{\boldsymbol{R}}_{n_{u}}$ for even numbers $n_{u}$ are fully determined by Eqs. (B7) and (B11). For odd numbers $n_{u}$, on the other hand, all $\hat{R}_{n_{u}}$ vanish. This can be seen by inspection. The set of linear equations (B7) decouples into two subsets, one for odd and one for even numbers $n_{u}$. The former subset is homogeneous and its solutions are

$$
\begin{equation*}
\hat{R}_{1}=\hat{R}_{3}=\hat{R}_{5}=\cdots=0 \tag{B12}
\end{equation*}
$$

Odd quantum numbers appear in the matrix elements of $C_{21}$. With the aid of Eqs. (B2) and (B6) one readily obtains

$$
\begin{align*}
\left\langle n_{u}\right| C_{21}|0\rangle= & -\frac{\lambda}{\sqrt{2}}\left[E-\widehat{H}_{2}\left(n_{u}\right)\right]^{-1} \\
& \times\left[\sqrt{n_{u}} \hat{R}_{n_{u}-1}+\sqrt{n_{u}+1} \hat{R}_{n_{u}+1}\right] \tag{B13}
\end{align*}
$$

Because of Eq. (B12) the matrix elements of $C_{21}$ vanish for even quantum numbers.

The numerical evaluation of $\left\langle n_{g} n_{u}\right| C_{p q}|00\rangle$ is now straightforward. In the first step of the calculation the operators $\hat{A}_{n_{u}}$ and $\hat{B}_{n_{u}}$ are represented as matrices in the basis of the harmonic oscillator states $\left|n_{g}\right\rangle$. In the second step the matrix continued fraction ( B 11 ) is computed to determine the matrix $\left\{\left\langle m_{g}\right| \widehat{R}_{0}\left|m_{g}^{\prime}\right\rangle\right\}$. Finally, the recursion relations (B7) are used in matrix representation to compute all other matrices $\left\{\left\langle m_{g}\right| \hat{R}_{n_{u}}\left|m_{g}^{\prime}\right\rangle\right\}$. In the two-mode numerical calculations discussed in the present paper we have used 20 basis states $\left|n_{g}\right\rangle$ and computed, depending on the energy, up to 150 steps in the continued fraction. We have checked that the results are converged. In the single-mode cases the quantities $\widehat{R}_{n_{u}}$ are, of course, $c$ numbers and the calculations are very efficiently carried out with the aid of Eqs. (B7) and (B11).
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