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#### Abstract

In non-Hermitian (NH) quantum mechanics, Hamiltonians are studied whose eigenvalues are not necessarily real since the condition of hermiticity is not imposed. Certain symmetries of NH operators can ensure that some or all of the eigenvalues are real and thus suitable for the description of physical systems whose energies are always real. While the mathematics of NH quantum mechanics is well developed, applications of the theory to real quantum systems are scarce, and no closed system is known whose Hamiltonian is NH. Here, we consider the elementary textbook example of a NH Hamiltonian matrix, and we show how it naturally emerges as a simplifying concept in the modeling of molecular electronic devices. We analyze the consequences of non-Hermiticity and exceptional points in the spectrum of NH operators for the molecular conductance and the spectral density of simple models for molecules on surfaces.
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## I. INTRODUCTION

Non-Hermitian (NH) quantum mechanics (QM), ${ }^{1-4}$ where the Hamiltonian operator describing the system of interest is not Hermitian, has become a subject of considerable interest. NonHermitian Hamiltonians appear in numerous areas of molecular sciences; some examples are scattering theory, ${ }^{3,5,6}$ molecular resonances, ${ }^{7-11}$ electronic structure theory, ${ }^{1,2,9,12-15}$ Green's function theory, ${ }^{16-18}$ and modern optics. ${ }^{4,19}$ Often, parameter-dependent NH Hamiltonians are studied whose spectrum changes gradually as the parameter changes, with real eigenvalues converting into complex ones. At the transition point, referred to as the exceptional point, ${ }^{2,20-22}$ two eigenvalues coalesce with coalescing eigenvectors. This implies that the Hamiltonian is not diagonalizable any more according to the mathematical definition. The physical significance of such exceptional points is one of the questions that we address here.

An example of a NH Hamiltonian that is often discussed in the literature ${ }^{23}$ is

$$
\begin{equation*}
\mathcal{H}=-\frac{d^{2}}{d x^{2}}+i x^{3} \tag{1}
\end{equation*}
$$

All the eigenvalues of this Hamiltonian are real, but it is obviously not Hermitian; it belongs to the class of parity (P) and time (T) inversion symmetric operators. Parity inversion leads to a minus sign in the potential, and subsequent time inversion, which changes $i$ to $-i$ in $H$, yields back the initial Hamiltonian.

While NH Hamiltonians with real eigenvalues appear to be suitable for the description of physical systems whose energies are always real, there is, to the best of our knowledge, no closed quantum system whose Hamiltonian is non-Hermitian. Here, we provide a direct connection of NHQM to open physical systems. To do so, we stay within the matrix representation of NHQM. The simplest NH Hamiltonian matrix is

$$
H=\left(\begin{array}{cc}
i \beta & \beta_{M}  \tag{2}\\
\beta_{M} & -i \beta
\end{array}\right)
$$

and it is the textbook example of a NH Hamiltonian matrix and provides the starting point for many developments in NHQM. It is this Hamiltonian that we relate to a physical, quantum mechanical problem. To be more specific, we show that this matrix appears in a mathematical model of a molecular electronic device (MED), ${ }^{24-31}$
and it provides access to the electrical conductance of a diatomic molecule.

One of the interesting aspects of NHQM is the appearance of exceptional points, and $H$ of Eq. (2) serves to illustrate them. The eigenvalues of $H$ are given by

$$
\begin{equation*}
E_{1,2}= \pm \sqrt{\beta_{M}^{2}-\beta^{2}} \tag{3}
\end{equation*}
$$

and the associated eigenvectors are

$$
\begin{equation*}
v_{1,2}=\left(\frac{ \pm \sqrt{\beta_{M}^{2}-\beta^{2}}+i \beta}{\beta_{M}}, 1\right) \tag{4}
\end{equation*}
$$

Apparently, for $\left|\beta_{M}\right|>|\beta|$, the eigenvalues are real and the corresponding eigenvectors are distinct. However, when $\left|\beta_{M}\right|=|\beta|$, the eigenvalues coalesce and their eigenvectors coalesce as well,

$$
\begin{equation*}
v_{1,2}=(i, 1) \text { for } \beta_{M}=\beta, \tag{5}
\end{equation*}
$$

a peculiar behavior that is a defining characteristic for an exceptional point. For $\left|\beta_{M}\right|<|\beta|$, the eigenvalues are complex conjugate and purely imaginary values. The corresponding eigenvectors have coefficients with unequal absolute values, whereas before reaching the exceptional point, the absolute values of the coefficients are equal. In the present work, we relate exceptional points of the NH Hamiltonian matrix to measurable properties of MEDs.

Maybe the most widespread application of the NH theory can be found in modern optics. ${ }^{4,19}$ This is not an actual realization of NHQM, however, since the underlying equations, which are reformulated in terms of NH operators, are the Maxwell equations. There are realizations of NHQM in open physical systems in whose description complex potentials are employed to model the external reservoirs. ${ }^{3,32-35}$ The imaginary part in these complex potentials simulates the transfer of probability density into and out of the system. The incarnation of NHQM that we focus on in the present contribution also employs external reservoirs; in the MEDs we consider, molecules are coupled to two external contacts and a current is transferred through the molecule from one reservoir to the other.


$$
\Psi_{L}=\varphi_{L}^{+}+r \varphi_{L}^{-}
$$

$$
\Psi_{R}=t \varphi_{R}^{+}
$$

FIG. 1. Schematic representation of a diatomic molecule coupled to metal contacts. Using a simple Hückel description of the molecular electronic device, the coupling coefficient between the atoms is $\beta_{M}$ and the coupling coefficients to the left and right contact are $\beta_{L}$ and $\beta_{R}$, respectively. Note that no contact atoms are displayed since in our mathematical model, the contacts are considered as a featureless continuum with constant density of states; the molecular atoms, however, are considered explicitly. The imposed boundary conditions are that there is an incoming electron wave $\varphi_{L}^{+}$in the left contact that is partially reflected into $\varphi_{L}^{-}$at the contact-molecule interface. The corresponding reflection coefficient is $r$. In the right contact, there is only an outgoing electron wave $\varphi_{R}^{+}$that is weighted by the transmission amplitude $t$. Modeling the contacts through complex potentials yields NH Hamiltonian matrices, as shown in Sec. II.

A sketch of a MED is provided in Fig. 1. Often, Green's function based formalisms (e.g., Refs. 24, 31, and 36-39) are invoked to describe MEDs and to calculate their conductance; in these methods, effective Hamiltonians are employed that are also non-Hermitian. In general, however, they are not PT symmetric, have no real eigenvalues, and do not exhibit exceptional points. In the following, we review the source-sink potential (SSP) approach ${ }^{40,41}$ for the conductance of MEDs in which the Hamiltonian matrix Eq. (2) plays a key role. This enables us to concisely discuss molecular conductance in terms of NHQM. In addition, we adapt the SSP model to describe molecules bound to surfaces. We describe these systems in terms of NH Hamiltonians and identify observable consequences of exceptional points.

## II. NON-HERMITIAN HAMILTONIANS FOR MOLECULAR ELECTRONIC DEVICES

Molecular electronic devices described within the source-sink potential method (SSP) provide an abundant source of NH Hamiltonians that, by construction, exhibit real eigenvalues. ${ }^{40,41}$ Interestingly, these Hamiltonians are, in general, not PT symmetric except for MEDs with a mirror plane perpendicular through the molecular conductor. In the following, we review the simplest version of the SSP model and we discuss basic aspects of NH Hamiltonians, which help develop an interpretation of these operators. The first step toward a physical interpretation of an imaginary contribution to the Hamiltonian is the continuity equation.

## A. Continuity equation

For the present purposes, we are particularly interested in the matrix version of the continuity equation. To be specific and also for later use, we consider a Hamiltonian matrix that describes a diatomic molecule that is attached to a surface through one of its atoms; this arrangement is depicted in Fig. 2 and its model Hamiltonian is given by

$$
H=\left(\begin{array}{cc}
0 & \beta_{M}  \tag{6}\\
\beta_{M} & -i \beta
\end{array}\right)
$$

Invoking the usual steps, i.e., using the time-dependent Schrödinger equation to calculate the time derivative of the electron density, we arrive at

$$
\begin{equation*}
\frac{d}{d t} c_{k}^{*} c_{k}=i\left(c_{k}^{*} \beta_{M} c_{l}-c_{k} \beta_{M} c_{l}^{*}\right)-2 c_{k}^{*} \beta \delta_{2, k} c_{k} . \tag{7}
\end{equation*}
$$



FIG. 2. Schematic representation of a diatomic molecule attached to a surface through one of its atoms. The coupling coefficient between the atoms is $\beta_{M}$, and the coupling to the continuum of states of the surface is $\beta$. The NH Hamiltonian matrix modeling this system is displayed on the right-hand side. The derivation of this Hamiltonian is provided through the source-sink potential model in Sec. IV.

The absolute value squared on the left-hand side represents the probability density on site $k=1,2$. The probability density changes as a function of time, and on site one, its time derivative is given by $i\left(c_{1}^{*} \beta_{M} c_{2}-c_{1} \beta_{M} c_{2}^{*}\right)$, which is the current flowing from site one to site two. The negative of this term appears in the time derivative of the probability density on site two. In addition, on site two, this probability density diminishes over time at a rate set by the coefficient $\beta$. Inversion of the sign of $\beta$, yielding a positive imaginary term in the Hamiltonian, turns this sink of probability density into a source of it. This complex conjugation of the potential results in complex conjugation of the eigenfunction and inversion of the direction of probability current flow between the atoms.

The current from site one to site two is proportional to the coefficient $\beta_{M}$, showing that this coefficient limits the current flow between atoms. This observation helps us to understand the appearance of complex eigenvalues of the Hamiltonian Eq. (2); the current that can be transported from one site to the next is limited by $\beta_{M}$, and trying to push and pull more current through the system by means of increasing $\beta$ leads to an accumulation of probability density on one site and a depletion of probability density on the other site. This depletion and accumulation manifests itself in imaginary parts of the eigenvalues of negative or positive sign, respectively, showing that the norm of the corresponding wave function is exponentially decreasing or increasing as time evolves. ${ }^{41}$

## B. Wide-band limit of the source-sink potential (SSP) model

The source-sink potential (SSP) method was developed ${ }^{40-49}$ in the context of the tight-binding, or equivalently, the Hückel model. Subsequently, it has also been extended ${ }^{43,50,51}$ to advanced electronic structure methods such as Kohn-Sham density functional theory and Hartree-Fock theory. The SSP formalism has been shown to be equivalent ${ }^{44}$ to the Green's function approach for molecular conductance, ${ }^{24,31,36-39}$ and it has been re-derived and reformulated. ${ }^{42,47}$ Examples of molecular conductors very similar to the ones considered here have been treated analytically within the Green's function approach in Ref. 39, and no exceptional points are observed in the model Hamiltonians.

Instead of reviewing SSP, here, we present a short summary of the simplest version ${ }^{40}$ of SSP where one-dimensional, semi-infinite contacts in the wideband limit (WBL) are considered. A sketch of a MED is provided in Fig. 1. In the left contact, an electron wave is arriving with an energy $E$, and upon reaching the molecule, it is partially reflected. The corresponding reflection coefficient is given by $r(E)$; it is a function of the incident electron energy $E$. The isolated molecule has discrete energy levels, which, upon hybridization with the contacts, modulate the coefficient $r(E)$. In the SSP model, the left contact is rigorously accounted for by the source potential $\sigma_{\mathrm{L}}(r)$, which is added to the diagonal matrix element of the atom to which the left contact is attached to. The right contact, also a linear chain of atoms in the WBL, carries only an outgoing electron wave, and it is accounted for by a sink potential $\sigma_{\mathrm{R}}$, which is a mere constant under the described conditions. The simplest model for a diatomic molecule is defined through the Hückel matrix,

$$
H_{M}=\left(\begin{array}{cc}
h_{a} & \beta_{\mathrm{M}}  \tag{8}\\
\beta_{\mathrm{M}} & h_{b}
\end{array}\right)
$$

with on-site energies $h_{a}$ and $h_{b}$ and site-site coupling $\beta_{M}$. Coupling the molecule to external contacts, modeled through source and sink potentials, yields

$$
H(r)=\left(\begin{array}{cc}
h_{a}+\beta_{L} \sigma_{\mathrm{L}}(r) & \beta_{\mathrm{M}}  \tag{9}\\
\beta_{\mathrm{M}} & h_{b}+\beta_{R} \sigma_{\mathrm{R}}
\end{array}\right),
$$

where

$$
\begin{equation*}
\sigma_{\mathrm{L}}(r)=i \frac{1+r}{1-r} \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{\mathrm{R}}=-i \tag{11}
\end{equation*}
$$

As opposed to the SSP for finite bandwidth contacts where the model Hamiltonian depends on the electron energy explicitly in addition to the dependence through the reflection coefficient, i.e., $H=H(E$, $r(E))$, in the WBL, the operator $H$ depends on $r(E)$ solely. ${ }^{40}$ According to the continuity equation, ${ }^{41,52}$ the imaginary part of the potentials acts as source or sink of current density, depending on whether the sign of the imaginary part is positive or negative, respectively. Obviously, in $H(r(E))$, the left contact is modeled by a source and the right contact by a sink term. To obtain the projection of the device wave function onto the molecular subspace, one has to choose an energy $E$, plug the reflection coefficient $r(E)$ into $H$ of Eq. (9), and calculate its eigenvector of energy $E$. Since the boundary condition of having an incoming electron wave in the left contact is built into $H(r(E)$ ), the eigenvectors obtained are not those of the effective Hamiltonian of Green's function theory (cf. Ref. 39).

## C. Factorization of the reflection coefficient

To obtain $r(E)$, we start with a given value of the energy and consider the matrix eigenvalue equation yielding this energy,

$$
\begin{equation*}
H(r(E)) C_{\mathrm{M}}=E C_{\mathrm{M}} . \tag{12}
\end{equation*}
$$

The eigenvector $C_{M}$ is of the dimension of the molecular Hückel matrix and it represents the molecular part of the MED wave function. We form the characteristic polynomial $P(E)$ of $H(r(E))$ and impose the condition satisfied for each eigenvalue $E$,

$$
\begin{align*}
P(E) & =\operatorname{Det}[H(r(E))-E] \\
& =0 . \tag{13}
\end{align*}
$$

This represents an implicit equation for $r(E)$, which is the only unknown in it. Because of the algebraic nature of our model, using Eq. (13), $r(E)$ can be obtained as a rational function of $E$ of the form ${ }^{40}$

$$
\begin{equation*}
r(E)=\frac{a_{0}+a_{1} E+a_{2} E^{2}+\cdots+a_{N} E^{N}}{b_{0}+b_{1} E+b_{2} E^{2}+\cdots+b_{N} E^{N}} \tag{14}
\end{equation*}
$$

where $N$ is the dimension of $H(r)$. According to the fundamental theorem of algebra, Eq. (14) can be recast,

$$
\begin{equation*}
r(E)=c \frac{\left(E_{1}^{t r n s}-E\right)\left(E_{2}^{t r n s}-E\right) \cdots\left(E_{N}^{t r n s}-E\right)}{\left(E_{1}^{a b s}-E\right)\left(E_{2}^{a b s}-E\right) \cdots\left(E_{N}^{a b s}-E\right)} . \tag{15}
\end{equation*}
$$

Here, $c$ is a constant that we determine by imposing the condition $\lim _{|E| \rightarrow \infty}|r(E)|=1$, which results in $c=1$. Focusing on the numerator in the expression for $r(E)$, clearly, the set $\left\{E_{i}^{\text {trns }}\right\}_{i=1, \ldots, N}$ is the set of energies for which the reflection coefficient vanishes. ${ }^{40}$ Therefore, this set is given by the eigenvalues of the Hamiltonian

$$
\begin{equation*}
H^{t r n s}=H(r=0) \tag{16}
\end{equation*}
$$

We refer to $H^{\text {trns }}$ as the transparent Hamiltonian. Similarly, the set of values $\left\{E_{i}^{a b s}\right\}_{i=1, \ldots, N}$ corresponds to the poles in the function $r(E)$, which are obtained as eigenvalues of

$$
\begin{equation*}
H^{a b s}=H(|r|=\infty) . \tag{17}
\end{equation*}
$$

For $|r|=\infty$, the artificial potential for the left contact becomes identical to its counterpart in the right contact; both are absorbing. ${ }^{41}$ Consequently, we refer to the eigenstates of $H^{a b s}$ as the decaying states. Clearly, their energy has a negative imaginary part, indicating a finite lifetime. It is worth noting that the model Hamiltonian of the Green's function approach to molecular conductance coincides with $H^{\text {abs. }} \cdot{ }^{39}$ Furthermore, we emphasize that the numerator and the denominator of Eq. (15) are the characteristic polynomials of the operators $H(r=0)$ and $H(|r|=\infty)$. Therefore,

$$
\begin{equation*}
r(E)=\frac{\operatorname{Det}\left[H^{\text {trns }}-E\right]}{\operatorname{Det}\left[H^{a b s}-E\right]} . \tag{18}
\end{equation*}
$$

Equations (15) and (18) represent the reflection coefficient $r(E)$ in terms of eigenvalues of NH Hamiltonians or in terms of NH Hamiltonians, respectively. The states of the MED form a continuum, whereas the spectrum of the NH Hamiltonians is discrete-a fact that greatly simplifies the determination and analysis of $r(E)$. The reflection coefficient contains the information necessary to determine the physical properties of the system. Together with $H(r(E))$, it enables one to construct the continuum wave functions of the system as a linear combination of incoming and reflected waves in the left contact, the outgoing wave in the right contact, and the molecular part of the wave function obtained with $H(r(E))$.

## III. TRANSMISSION PROBABILITY OF A DIATOMIC MOLECULE CONNECTED TO CONTACTS

The SSP method and the described factorization of $r(E)$ can be employed to study the conductance of arbitrary complex molecules described within the Hückel approximation. However, to reveal the relation of SSP to NHQM, it suffices to consider a simple example of a diatomic molecule connected to external contacts as described in Sec. II B.

To further simplify the Hamiltonian matrix in Eq. (9), we set the energies of the separated atoms to zero, and we assume that $\beta_{L}=\beta_{R}=\beta$, yielding

$$
H(r(E))=\left(\begin{array}{cc}
i \beta \frac{1+r}{1-r} & \beta_{M}  \tag{19}\\
\beta_{M} & -i \beta
\end{array}\right) .
$$

According to the factorization of $r(E)$, the system can be understood in terms of $H^{a b s}$,

$$
H^{a b s}=\left(\begin{array}{cc}
-i \beta & \beta_{M}  \tag{20}\\
\beta_{M} & -i \beta
\end{array}\right)
$$

and $H^{t r n s}$

$$
H^{t r n s}=\left(\begin{array}{cc}
i \beta & \beta_{M}  \tag{21}\\
\beta_{M} & -i \beta
\end{array}\right)
$$

The eigenvectors and eigenvalues of $H^{a b s}$ are given by

$$
\begin{gather*}
E_{1,2}= \pm \beta_{M}-i \beta,  \tag{22}\\
v_{1,2}=( \pm 1,1) . \tag{23}
\end{gather*}
$$

The eigenvectors describe the bond and an anti-bond, both of which are decaying into the continua of the contacts. The matrix $H^{\text {trns }}$ in this example is identical to the NH Hamiltonian matrix in Eq. (2) of Sec. I, exhibiting an exceptional point upon variation of the parameter $\beta$. The SSP model of a diatomic conductor provides the most immediate realization of the textbook NH Hamiltonian, which can hence be interpreted as a finite subsystem model of an infinite molecular electronic device. The eigenvectors and eigenvalues of $H^{\text {trns }}$ are given in Eqs. (3) and (4) of the Introduction. For $\left|\beta_{M}\right|>|\beta|$, these two eigenvectors represent a binding and an anti-binding orbital of real energy. For $\left|\beta_{M}\right|=|\beta|$, the two states coincide and the binding energy, i.e., the difference in the real parts of the energy between the molecule and the separated atoms, vanishes. This implies that the chemical bond between the atoms ceases to exist. This "bond breaking" is a manifestation of the exceptional point. The exceptional point is, however, a feature of $H^{\text {trns }}$ and it is not directly observable in a MED. Yet, there are observable consequences of attaining the exceptional point, which we describe now.

The primary quantity of interest of a MED is the transmission probability, it is related to the reflection coefficient through $T(E)=1-|r(E)|^{2}$, and it is proportional to the conductance $g(E)=\left(e^{2} / h\right) * T(E)$ of the MED. The transmission probability is investigated in Fig. 3, and the physical interpretation of the exceptional point is that of the coalescence of two resonances. As the size of the coupling of the molecule to the contacts $(|\beta|)$ increases and approaches the size of the inter-atomic hopping $\left(\left|\beta_{M}\right|\right)$, the two resonances in the transmission probability move toward each other to merge at the exceptional point. Further increase in $|\beta|$ leads to a reduction in the resonance height. Thus, the disappearance/emergence of a resonance as $|\beta|$ varies is an indicator for an exceptional point.

To further examine the exceptional point, in Fig. 3, we investigate the reflection coefficient $r$ as a function of the energy $E$. In the example studied, the exceptional point corresponds to the disappearance of one closed loop of the curve of $r$ in the complex plane. In Sec. V, we explain how $H^{\text {trns }}$ and its exceptional points are related to the winding number-a topological invariant of $r(E)$.

The Green's function approach to molecular conductance focuses on the transmission amplitude $t$ defined in Fig. 1. The Fischer-Lee formalism, ${ }^{36}$ for instance, provides an expression for $t$ in terms of Green's functions. However, as we indicated already, the Green's function expression for $t^{39}$ does not relate exceptional points to molecular conductance.


FIG. 3. Exceptional point in a molecular electronic device. The upper row shows the reflection coefficient $r(E)$ as a parametric function of the electron energy. For reference, a unit circle is added in each plot. The lower row shows the corresponding transmission probability $T(E)$. Three different values of $\beta$, describing the coupling of the molecule to the contacts, are considered ( $\beta_{M}=1, \beta=0.5,1,1.5$ ). For $\left|\beta_{M}\right|>|\beta|$, there are two distinct maxima in $T(E)$, and correspondingly, $r(E)$ completes two loops in the complex plane. For $\left|\beta_{M}\right|=|\beta|$, the matrix $H^{\text {trs }}$ exhibits an exceptional point where the two molecular resonances coalesce. The exceptional point is characterized by the merging of the maxima in $T(E)$ and by the vanishing of one of the loops in $r(E)$. For $\left|\beta_{M}\right|<|\beta|$, we obtain only one maximum in $T(E)$, which does not reach one and diminishes further for increasing $|\beta|$.

## IV. EXCEPTIONAL POINT IN A DIATOMIC MOLECULE CONNECTED TO A SURFACE

The formalism presented thus far is now adapted to describe the resonance states of a molecule attached to a surface. The sketch in Fig. 2 depicts the system that we describe with the SSP model. There are two equivalent ways to apply SSP to this system: one it to remove the left contact from the MED built from a diatomic molecule by setting $\beta_{L}=0$. This route yields the Hamiltonian considered in Sec. II A. However, within SSP, it is more convenient to couple the diatomic to the left contact and to set $\beta_{R}=0$. The NH operators $H^{\text {trns }}$ and $H^{a b s}$ are then again the key ingredients for the analysis of the system. An alternative model of a diatomic attached to a surface has recently been described in Ref. 53 to explain the catalytic bond dissociation on surfaces. For the problem at hand, $H^{\text {trns }}$ is given by

$$
H^{t r n s}=\left(\begin{array}{cc}
i \beta & \ldots  \tag{24}\\
\ldots & \ldots
\end{array}\right)
$$

The dotted part of the matrix is not essential for the present discussion, and it contains only real elements, arranged to form a symmetric matrix. Because the sink potential vanishes, $H^{a b s}=H^{\text {trns* }}$ and $|r(E)|=1$. This is not surprising since the electron cannot escape
into the right contact. The eigenvalues and eigenvectors of $H^{\text {trns }}$ are given by

$$
\begin{align*}
& E_{1,2}=\frac{1}{2}\left(\mp \sqrt{4 \beta_{M}^{2}-\beta^{2}}+i \beta\right) \\
& v_{1,2}=\left(\frac{\mp \sqrt{4 \beta_{M}^{2}-\beta^{2}}+i \beta}{2 \beta_{M}}, 1\right) \tag{25}
\end{align*}
$$

An exceptional point is realized for $|\beta|=2\left|\beta_{M}\right|$, where the eigenvalues and eigenvectors (for $\beta=2 \beta_{M}$ ) are

$$
\begin{align*}
E_{1,2} & =\frac{i \beta}{2}  \tag{26}\\
v_{1,2} & =(i, 1)
\end{align*}
$$

In Fig. 4, the eigenvalues are plotted as a function of the parameter $\beta$. For $|\beta|<2\left|\beta_{M}\right|$, there are two resonances whose energies have different real parts and identical imaginary parts. These resonances correspond to the binding and anti-binding orbital, both accumulating density from the contact. For $|\beta|=2\left|\beta_{M}\right|$, the eigenvectors and eigenvalues coalesce. Beyond this $|\beta|$ value, the real part of the energies is zero, and there are two distinct imaginary energies that


FIG. 4. The eigenvalues of the model Hamiltonian describing the diatomic molecule coupled to a surface. $\beta_{M}$ is arbitrarily set to one. Starting from zero, as $|\beta|$ increases, the separation between the binding and anti-binding orbital decreases. Approaching the exceptional point $|\beta|=2\left|\beta_{M}\right|$, the rate of change $d E / d \beta$ goes to infinity. At the exceptional point, the real part of the eigenvalues vanishes and stays zero for further growing $|\beta|$, whereas the imaginary parts become increasingly distinct. The imaginary parts indicate that there are now two decay rates, one for the atom closest to the surface and the second one for the atom furthest to the surface.
separate further as $|\beta|$ grows. These eigenvalues describe a molecule separated into two distinct atoms, each with its own lifetime.

Again, complex energies cannot be realized, but an experimental observable quantity that can reveal the presence of an exceptional point is the local density of states on the molecule, which is obtained using Friedel's sum rule ${ }^{54} \rho(E)=\frac{1}{2 \pi i} d \ln (\operatorname{Det}[S]) / d E$. The scattering matrix $S$ has only one non-trivial element for the diatomic on the surface, i.e., $S=\left(\begin{array}{cc}r & 0 \\ 0 & -1\end{array}\right)$. Since $H^{a b s}=H^{\text {trns }}$ and $|r|=1$, this leads to

$$
\begin{equation*}
\rho(E)=\frac{1}{\pi} \frac{\operatorname{dArg}\left(\operatorname{Det}\left[H^{t r n s}-E\right]\right)}{d E}, \tag{27}
\end{equation*}
$$

where $\operatorname{Arg}(z)$ denotes the phase of $z$. In Fig. 5, the local density of states on the diatomic is shown. As expected, based on the discussion of the eigenvalues in Fig. 4, for $|\beta|=2\left|\beta_{M}\right|$, there is an exceptional point of $H^{\text {trns }}$ where the two maxima in $\rho(E)$ join to form a broad one. Increasing $|\beta|$ further increases the maximum value of $\rho(E)$. Similar to what we observed for the diatomic conductor, the exceptional point marks a transition where the system separates into two subsystems, one consists of the topmost atom that acquires its own lifetime and it is linked to the atom-on-the-surface system, which has a shorter lifetime. We note that the physics of this molecular system is related to that of a damped classical harmonic oscillator, which also presents damped (corresponding to $|\beta|<2\left|\beta_{M}\right|$ ) and over damped (corresponding to $|\beta|>2\left|\beta_{M}\right|$ ) regimes separated by a critical regime, which is at the exceptional point. Indeed, exceptional points have recently been found in classical electrical resonators. ${ }^{5}$.

Closing this section, we point out that the example of a molecule on a surface can also be treated within the Green's function approach and that the model Hamiltonian in this case is given by the


FIG. 5. Density of states on the diatomic molecule attached to a surface. $\beta_{M}$ is arbitrarily set to one. For values of the coupling $(|\beta|)$ to the surface that are small in relation to $2\left|\beta_{M}\right|$, there are two maxima in the density of states. As $|\beta|$ increases, the maxima move toward each other and merge at the exceptional point $|\beta|=2\left|\beta_{M}\right|$. Increasing $|\beta|$ further leads to an increased height of the maximum of the density of states. This is because one of the eigenvalues in Fig. 4 moves toward the real axis as $|\beta| \rightarrow \infty$, generating a delta-function contribution to the density of states.
one in Fig. 2 (cf. Ref. 39); it is equivalent to $H^{a b s}$. Since $H^{a b s}=H^{t r n s^{*}}$, analogous conclusions hold for both Hamiltonians.

## V. WINDING NUMBER OF THE REFLECTION COEFFICIENT AND ITS RELATION TO THE EIGENVALUES OF $\boldsymbol{H}^{\text {trns }}$

The reflection coefficient $r$ determines the transmission probability through its absolute value. The remaining information contained in $r(E)=|r(E)| e^{i \phi(E)}$ is the phase $\phi(E)$, which varies as a function of the energy. Since $r=1$ for $E= \pm \infty$, the reflection coefficient as a function of $E$ describes a closed curve in the complex plane. A characteristic property of $\phi(E)$ is its winding number $N_{W}$, and it counts the number of closed circles around zero that are traced by $r(E)$. An illustration of a case with $N_{W}=1$ can be found in the right panel of Fig. 3. In the left and middle panel, $r$ passes through zero, and in this case, $N_{W}$ is undefined. The winding number can be calculated according to

$$
\begin{align*}
N_{W} & =\frac{1}{2 \pi} \oint d \phi  \tag{28}\\
& =\frac{1}{2 \pi i} \oint \frac{d r}{r} \tag{29}
\end{align*}
$$

The latter equation holds because $d r=d|r| e^{i \phi}+i|r| e^{i \phi} d \phi$, and therefore,

$$
\begin{equation*}
\frac{d r}{r}=\frac{d|r|}{|r|}+i d \phi=d \ln |r|+i d \phi \tag{30}
\end{equation*}
$$

The integral of $d \ln |r|$ over a closed loop vanishes so that only the integral over $i d \phi$ remains. Using the residue theorem of complex analysis and applying it to the following energy integral, the winding number becomes

$$
\begin{align*}
\frac{1}{2 \pi i} \oint \frac{d r}{r} & =\frac{1}{2 \pi i} \int_{-\infty}^{+\infty} \frac{d r(E)}{r(E) d E} d E  \tag{31}\\
& =\sum_{i}^{N} \Theta\left(\operatorname{Im}\left(E_{i}^{\text {trns }}\right)\right) \tag{32}
\end{align*}
$$

where the integration path over $E$ is closed with a demi-circle in the upper half of the complex plane at $|E|=\infty$, where $\frac{d r(E)}{r(E) d E}=0$. The sum over the Heaviside step functions in this equation $[\Theta(x)=1$ for $x>1$ and $\Theta(x)=0$ for $x<1$ ] yields the number of eigenvalues of $H^{t r n s}$ in the upper half of the complex plane. In Fig. 6, we consider the simplest example of how the winding number changes as a function of the coupling of the system to the external contacts. As this example shows, the winding number reveals which contact, right or left, couples stronger to the molecule. If an orbital of the molecule is primarily coupled to the left contact, the corresponding eigenvalue of $H^{\text {trns }}$ is located in the upper-half plane, implying an accumulation of density on the molecule. The resonance ( $r=0$ ) marks the transition to a decaying state that is characterized by a finite lifetime due to the strong coupling to the right contact.

Another example for a changing winding number is provided by the diatomic conductor studied in Fig. 3. For $\left|\beta_{M}\right| \geq|\beta|$, the winding number is undefined since $r(E)$ passes through zero. As the coupling to the contacts is increased and passes through $|\beta|=\left|\beta_{M}\right|$, the two real eigenvalues of the corresponding $H^{\text {trns }}$ become purely imaginary, forming a complex conjugate pair. One of these eigenvalues lies in the upper half of the complex plain, resulting in a winding


FIG. 6. The winding number $N_{W}$ and its relation to the eigenvalues of $H^{\text {trns }}$. We consider an atom coupled to contacts as described by the one-dimensional Hamiltonian in the upper left corner. The position of the eigenvalue $E^{t r n s}$ of $H^{t r n s}$ is a function of the coupling parameters to the left $\left(\beta_{L}\right)$ and right contact $\left(\beta_{R}\right)$. Starting with $E^{t r n s}$ in the upper half of the complex plane, i.e., $\beta_{L}>\beta_{R}$, so that $N_{W}=1$, as $\beta_{R}$ is increased, the accumulation of density in the atom is reduced until a stationary state is reached where the current entering the atom is equal to the current leaving the atom. At this point, the eigenvalue of $H^{\text {trns }}$ becomes zero and $r(E=0)$ $=0$ so that $N_{W}$ is undefined. Increasing $\beta_{R}$ further breaks the balance between incoming and outgoing current and the imaginary part of the energy diminishes, indicating a decrease in lifetime of the metastable state. In this regime, $N_{W}=0$. In the right panel, the corresponding reflection coefficient is shown, illustrating the change in $N_{W}$ for varying values of $\beta_{R}$. The unit circle is obtained for $\beta_{R}=0$, and increasing the value of $\beta_{R}$ reduces the radius of the circle until it passes through zero where $\beta_{L}=\beta_{R}$. For $\beta_{L}<\beta_{R}$, the radius diminishes further until it becomes zero because $r(E)=1$ for all energies if $\beta_{L}$ is negligible compared to $\beta_{R}$.
number of one, as is clearly observable in Fig. 3. The corresponding state describes the left atom of the molecule coupled predominantly to the left contact and accumulating probability density.

## VI. CONCLUSION

The properties of quantum systems, which are always described by real-valued observables, can often be better understood by considering complex values of observables such as the energy. For instance, it is well known that a resonance of a molecule that is embedded in a continuum of states can be described by a single Siegert state ${ }^{1,2,56}$ of complex energy. Relevant properties of the system, such as its lifetime, can then be inferred from the imaginary part of the Siegert energy.

In the present work, we review how a continuation of Hamiltonians depending on $r(E)$ into the complex energy plane can simplify the description of MEDs. The eigenvectors of $H^{a b s}$ are the analogue to Siegert states, whereas the eigenvectors of $H^{t r n s}$ represent a generalization of the Siegert states and they provide a new link between NHQM and physical systems. Together, $H^{a b s}$ and $H^{\text {trns }}$ describe a physical continuum of states in terms of discrete states with eigenvalues in the complex plane. The properties of $H^{t r n s}$ are closely related to the reflection coefficient of the corresponding MED; for instance, the number of eigenvalues of $H^{t r n s}$ in the upper-half of the complex plane yields the winding number of $r(E)$, a topological characteristic of $r(E)$; its physical interpretation is whether the eigenstates are predominately coupled to the left or the right contact.

In the case of a MED built with a dimer, as described here, the system exhibits inversion symmetry and the corresponding $H^{\text {trns }}$ is an example of a NH, parity, and time inversion symmetric Hamiltonian. This simple NH Hamiltonian matrix, which serves as a textbook example in NHQM, is thus directly related to the diatomic conductor. Therefore, the salient features of NHQM, such as the appearance of exceptional points, can be directly linked to observable phenomena in MEDs. Similarly, for molecules bound to surfaces, an important property is the spectral density of the molecular system, and again, exceptional points are clearly identifiable through it.
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