(7))
L
| .
o3
—
((v]
c
:fU
SE
Qo
L C
Fo

Quantitative characterization of exciton
from GW+Bethe-Salpeter calculation

Cite as: J. Chem. Phys. 146, 044303 (2017); https://doi.org/10.1063/1.4974320
Submitted: 26 October 2016 . Accepted: 06 January 2017 . Published Online: 23 January 2017

()

View Online Export Citation CrossMark

Daichi Hirose, Yoshifumi Noguchi, and Osamu Sugino

oV

an N

ARTICLES YOU MAY BE INTERESTED IN

Molecular size insensitivity of optical gap of [n]cycloparaphenylenes (n = 3-16)
The Journal of Chemical Physics 146, 144304 (2017); https://doi.org/10.1063/1.4979911

An assessment of low-lying excitation energies and triplet instabilities of organic molecules
with an ab initio Bethe-Salpeter equation approach and the Tamm-Dancoff approximation

The Journal of Chemical Physics 146, 194108 (2017); https://doi.org/10.1063/1.4983126

Natural excitation orbitals from linear response theories: Time-dependent density
functional theory, time-dependent Hartree-Fock, and time-dependent natural orbital
functional theory

The Journal of Chemical Physics 146, 044119 (2017); https://doi.org/10.1063/1.4974327

Lock-in Amplifiers S
up to 600 MHz

c3€p
b jeocat i€ CRERED,

J. Chem. Phys. 146, 044303 (2017); https://doi.org/10.1063/1.4974320 146, 044303

© 2017 Author(s).


https://images.scitation.org/redirect.spark?MID=176720&plid=1085727&setID=378408&channelID=0&CID=358608&banID=519893960&PID=0&textadID=0&tc=1&type=tclick&mt=1&hc=994cc3a39dfad055e97600b55d242e72d9bc8924&location=
https://doi.org/10.1063/1.4974320
https://doi.org/10.1063/1.4974320
https://aip.scitation.org/author/Hirose%2C+Daichi
https://aip.scitation.org/author/Noguchi%2C+Yoshifumi
https://aip.scitation.org/author/Sugino%2C+Osamu
https://doi.org/10.1063/1.4974320
https://aip.scitation.org/action/showCitFormats?type=show&doi=10.1063/1.4974320
http://crossmark.crossref.org/dialog/?doi=10.1063%2F1.4974320&domain=aip.scitation.org&date_stamp=2017-01-23
https://aip.scitation.org/doi/10.1063/1.4979911
https://doi.org/10.1063/1.4979911
https://aip.scitation.org/doi/10.1063/1.4983126
https://aip.scitation.org/doi/10.1063/1.4983126
https://doi.org/10.1063/1.4983126
https://aip.scitation.org/doi/10.1063/1.4974327
https://aip.scitation.org/doi/10.1063/1.4974327
https://aip.scitation.org/doi/10.1063/1.4974327
https://doi.org/10.1063/1.4974327

THE JOURNAL OF CHEMICAL PHYSICS 146, 044303 (2017)

Quantitative characterization of exciton from GW+Bethe-Salpeter
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We propose a method of classifying excitons into local-, Rydberg-, or charge transfer-type as a step
toward enabling a data-driven material design of organic solar cells. The classification method is
based on the first-principles many-body theory and improves over the conventional method based
on state-by-state visualization of the one-electron wave functions. In our method, the exciton wave
function is calculated within the level of the GW+Bethe-Salpeter equation, which is used to obtain two
dimensionless parameters for the automatic classification. We construct criteria for exciton classifi-
cation from experiences with a model molecule, dipeptide. Then we check the validity of our method
using a model S-dipeptide which has a geometry and an excitation spectrum similar to the model
dipeptide. In addition, we test the effectiveness of the method using porphyrin molecules, or P; TA and
P,TA, for which the conventional method is hampered by the strong state hybridization associated
with excitation. We find that our method works successfully for P; TA, but the analysis of P,TA is
hindered by its centrosymmetry. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4974320]
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l. INTRODUCTION

Recently, organic solar cells (OSCs) have drawn great
interest for their low-cost, flexibility, and high efficiency; cur-
rent devices have reached 13% for the power conversion effi-
ciency.! The key to achieve higher efficiency is probably in
a deeper understanding of the processes occurring in OSCs,
which start from absorption of photon, followed by formation,
migration, and dissociation of excitons, as well as transport and
collection of charge. The performance of the solar cell is dete-
riorated in the exciton migration process when an electron and
hole (e-h) pair recombines before reaching the donor/acceptor
interface. Deterioration also occurs in the exciton dissociation
process when the binding energy of the pair is large enough
to hinder efficient dissociation into free carriers at the inter-
faces. In this respect, excitons should have a long lifetime and
a small binding energy. It is therefore advantageous for the
solar cell to utilize a charge-transfer (CT) exciton where the
electron and the hole are spatially separated from each other
and are weakly bound, but conditions for generating the CT
exciton are not well-known.

Theoretically, methods for predicting the excitation spec-
tra have been developed based on density functional theory
(DFT),>* wave function-based methods,>™® and many-body
perturbation methods,”"'® but relation between the exciton
type and the material property has not been established. More-
over, compared to methods to calculate the excited states,
methods to analyze the calculated results have been unsophis-
ticated yet; indeed, the analysis has been mostly done on the
basis of one-electron theory and the type of excitons has been
classified into local-, Rydberg-, or CT-type by visualizing one-
electron wave function corresponding to a hole state or an
electron state although calculation of the excited state is based
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on the sophisticated many-body theory. In this context, it is
important to advance the analysis method to unambiguously
classify the excitons, so that the analysis can be systemati-
cally done for a number of organic materials for the purpose
of designing a material using a data-driven approach.

Recently, however, advance in the analysis method
was made within the scheme of time-dependent DFT
(TDDFT).'-22 The method makes use of the one-electron
transition density matrix, which characterizes an excited state
in terms of pairs of occupied state and empty state. Taking the
density matrix as a weight factor, the average is taken for the
overlap of the wave functions®>*>* or for e-h position opera-
tors>>2% to obtain the e-h overlapping strength A, exciton size,
the electron (or hole) delocalization, and the e-h separation
distance. These parameters were calculated for some bench-
mark molecules”~2° to show usefulness in characterizing the
excitons.

Each of those parameters is, however, not sufficient to
classify all the excitons when used individually. To proceed
the above-mentioned data-driven research, we consider that it
is important to use those parameters in a combined way. In this
context, the aim of this paper is to examine the parameters to
find a way to classify the excitons.

In doing so, we consider that it is important to calculate
the exciton using a reliable computational scheme. For this
purpose, TDDFT is not the most appropriate scheme con-
sidering that the accuracy in treating the CT and Rydberg
excitations is unsatisfactory unless using extremely advanced
functionals, and in this regard, we use the two-body Green’s
function method developed on the basis of the many-body per-
turbation theory. Our Green’s function method is based on
the GW approximation®~'? and the all-electron mixed basis,
and the developed GW+Bethe-Salpeter equation (BSE)!3-!8
code was shown to provide sufficiently an accurate descrip-
tion of the dynamical and non-local Coulomb interaction and
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thus more realistic treatment of the excitonic effect than does
TDDFT2 1,27-31

In this demonstration study, we first apply the exciton
analysis method to a model dipeptide’>3 for which an inde-
pendent particle approximation (or one-particle picture) is
known to work well. By comparing the calculated parame-
ters and the existing visualization method that is based on
the wave functions, we investigate how the excitons are clas-
sified using the parameters. In addition to the parameters
introduced in the previous study, we newly define and exam-
ine the exciton binding energy, which has so far been only
roughly estimated from a diagonal matrix element of Coulomb
attractive interaction. Using the result, we derive two dimen-
sionless parameters appropriate for the characterization of
excitons. Then we check the validity of our method using
a model S-dipeptide which has a geometry and an excita-
tion spectrum similar to the model dipeptide. The applica-
bility of the method is then demonstrated by applying it to
porphyrin molecules (P;TA and P,TA),>* which have been
successfully synthesized and have attracted attention because
of their light-harvesting function mimicking photosynthe-
sis.* 0 These molecules are chosen for the demonstration
also because the densely populated transition states existing
in these systems cause strong state hybridization, which hin-
ders analysis based on one-electron theory. Excitons of P; TA
are successfully classified using our analysis method, but the
P,TA found a typical example where the analysis is ham-
pered by the centrosymmetry. This counterexample prompts
further development of the analysis method for the future
application.

Il. METHODOLOGY
A. GW+BSE method

Here, we briefly review the GW+BSE method. Our
scheme consists of three procedures: (1) DFT calculation
within the local density approximation (LDA) to obtain the
Kohn-Sham (KS) eigenvalue EFPA, KS eigenvector ¢, and the
one-particle Green’s function Gy, (2) one-shot GW calculation
to obtain the quasiparticle (QP) energy E¢Y and the dynam-
ically screened Coulomb interaction W, within the random
phase approximation (RPA), where the self-energy operator X
is approximated as a product of Go and Wy as X% =iGoW,,
and (3) BSE calculation within the one-shot GW approxima-
tion to obtain the excitation energy Q and the e-k amplitude A
(see below for the definition), which corresponds to the one-
electron transition density matrix of TDDFT. Procedures (1)
and (2) are a standard one-shot GW calculation employing
the Hybertsen-Louie type generalized plasmon pole (GPP)

(a)dipeptide.

(b)3-dipeptide
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model'%*! for the dynamical screening effect. The QP energy
of the nth state is given as

EGY = ELPA 4 7 (g |[SOW (EEPAY — fEDAy s (1)

oz (E)]™
z,- -8 @
OE E=ELDA
where 1P is the LDA exchange-correlation potential and Z,,

is the renormalization factor. In order to explicitly consider
the excitonic effect and to go beyond the independent particle
approximation, we solve an eigenvalue problem for BSE,

HBSEA = QA 3)
where HBSE ig defined as follows:

BSE GW GW d
Heh,e’h’ = (Ee - Eh )659/6”11/ + Keh,e

o+ 2K 4

where K¢ and K* are the direct and the exchange interactions,
respectively. We again employ the GPP model to consider the
dynamical excitonic effect. Other details are given in Ref. 17.
The exciton wavefunction Yexc is given by the e-h amplitude
A as follows:

Xexe(TesTn) = ) Anth e n(r). )
eh

B. Exciton analysis |: Spatial overlap

It is convenient to quantitatively measure the spatial over-
lap between an electron and a hole. Following Refs. 23 and 24,
we introduce the spatial overlap of the KS eigenvectors as

Qen = (IWelllynl) = /Ilﬂe(r)lltﬂh(r)ldr- (6)
Then we define the quantity A as follows:

A = ZenlAenl’Oen
Yen [Acn|?

which takes the value 0 < A < 1. A small value of A corre-
sponds to a long-range excitation; a large value corresponds
to a short-range excitation.

(N

C. Exciton analysis II: Expectation values

Properties of excitons are characterized by statistical
quantities related to the electron and the hole position opera-
tors.>>2% A property of an exciton can be directly calculated
as an expectation value,

(lexc|OlXexe)

0) =
O = e htere)

®)

FIG. 1. The atomic geometries opti-
mized for a model dipeptide and B-
dipeptide by B3LYP/cc-pVTZ.
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FIG. 2. Exciton profiles of a model dipeptide. Sy, S», S19, and S4 correspond
to W1, W2, CTa, and CTb in Ref. 33, respectively. The most dominant IAe;,I2
is shown with %.

for any operator O. Following Refs. 25 and 26, we define the
statistical quantities as follows: the e-h separation distance
dh—»e,

dpse = re =)l = [(re) = r)l, C))

the exciton size dexc,

dexc = ‘\/(lre _rh|2>’ (10)
the electron and the hole delocalization o, and o,

Te =2 = (re)?, (11)

T = A2 = ). (12)

Along this line, we newly propose the exciton binding energy
Ey,

Ep = —(KY+2K"). (13)
Note that one-electron indices (e,) disappear in the above

equation and E}, is completely different from the matrix
element of Coulomb interaction.

J. Chem. Phys. 146, 044303 (2017)
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FIG. 3. Exciton profiles of S¢ of a model dipeptide.

D. Calculation setup

Our GW+BSE calculations are executed on our all-
electron mixed basis program*>~¢ in which the LDA eigen-
vector is expanded as a linear combination of plane waves
(PWs) and numerical atomic orbitals (AOs). It makes possi-
ble to accurately describe localized states in the core region
and free electron states above the vacuum level. In the
GW+BSE calculation, we use an fcc supercell and the
Coulomb cut-off technique*’* to eliminate spurious inter-
actions with the image cells. The geometry optimization and
the TDDFT calculation are, on the contrary, executed using
the GAUSSIAN 09 program package: The atomic geometries
of the ground state are optimized with use of B3LYP/cc-
pVTZ, and the TDDFT calculations are done with use of LDA,
B3LYP, and CAM-B3LYP/cc-pVTZ.

lll. RESULTS AND DISCUSSION
A. Intuitive understanding of parameters

To get an insight into our exciton analysis method, we
apply it to a simple molecular system, or a model dipeptide
shown in Fig. 1(a), and check how the excitons are character-
ized by the parameters introduced above. This model dipeptide
is expected as one of the simplest molecules to show a CT
excitation at a low photoenergy because the wave functions
at the highest occupied molecular orbital (HOMO) and the
lowest unoccupied molecular orbital (LUMO) localize at sep-
arate areas (1) and (2) shown in Fig. 1(a), respectively. Because
of this property, this molecule has been studied as a benchmark
molecule, and the four excitons labeled as W1, W2, CTa,

TABLE I. Parameters characterizing excitons of a model dipeptide. Shown are the excitation energy (),
parameters of exciton (A, dexc, O, Oe, dp—e, and Ep), and the classified type.

Q(eV) A dec@) oA 0B dine D) diseldexe Ep(eV)  Type
S1 4.56 0.42 2.35 1.26 1.80 0.84 0.36 7.52 L
S> 4.74 0.45 2.37 1.30 1.72 0.98 0.42 7.55 L
Se 6.17 0.19 3.76 1.55 3.01 1.74 0.46 4.18 R
S10 6.75 0.37 3.53 1.93 2.04 2.11 0.60 4.17 L
Soq 7.89 0.19 4.56 1.39 1.73 3.98 0.87 3.95 CT
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FIG. 4. (a) Classification of excitons by respective parameters. (b) Proposed
flowchart of excitons using two parameters.

and CTb have been analyzed intensively. According to the pre-
vious studies (Refs. 32 and 33), the first two excitons (W1 and
W2) are categorized as the local excitons where the overlap
between the hole and electron wave functions is large, and the
last two excitons (CTa and CTb) are categorized as the CT exci-
tons where the overlap is almost zero. In our BSE calculation,
these excitons correspond to S, S2, S19, and S»4, respectively.
In addition, we also discuss the S¢ exciton as an example of the
Rydberg type. In this section, we show that these four exci-
tons are classified by the parameters in accordance with the
previous study while Sg is not.

Asshownin Fig. 2, Sy, 52, S10, and S»4 have a single dom-
inant transition, so that we can expect that the results obtained
in our exciton analysis can be intuitively understood on the
basis of the one-electron theory. We evaluate the value of A
for §1 and S as 0.4-0.5 and the value of A for S4 as 0.19, sug-
gesting that S| and S, are the local excitons while Sy4 is the CT
exciton. The value for Sy¢ is 0.37 and is only slightly smaller
than the value for §; and S», suggesting that this exciton to be

oo
©
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FIG. 5. The A-dj_,./dexc plot of a model dipeptide for S, (n = 1-25); Sy,
S2, Se6. S10, and So4 are explicitly labeled. All the excitons are classified into
local, Rydberg, and CT types.

classified as the local exciton although S was classified as the
CT exciton in the previous study.>*-* This contradicting result
requires a careful check on the wave function. The wave func-
tions for the electron state are commonly LUMO for S», Sy,
and S»4 while those for the hole state are HOMO-2, HOMO-1,
and HOMO, respectively. The electron and hole wave func-
tions have a large overlap for S», but have a negligibly small
overlap for S»4. The overlap of S is smaller than that of S,
but is obviously much larger than that of S4. Therefore, we
conclude that S should be classified as the local exciton. Note
that the supplementary material in Ref. 23 supports our results
in which the A values of Sy, S, and S are large and that of
S»4 1s small.

For S, however, we find that A is not necessarily a good
descriptor. S¢ is involved with two major transitions where both
occur from the HOMO to Rydberg levels (see Fig. 3). The value
of A is 0.19 and is the same as that of the CT exciton (=S»4).
This indicates that the type of excitons cannot be classified by
A alone.

In this context, we investigate how the value of other
parameters can be combined to make the most appropriate
descriptor set. Table I shows the calculated parameters: A,
the exciton size dex, the electron (or hole) delocalization

=7t < 8f
2 )
7,
uref ut
> >~6,
S S
2° 2
[0 0)57
24 =
he) ©
C C
33 | T 3 3l
23 3 6 7 23 3

FIG. 6. The relation between the exci-
ton size dexc and the binding energy
Ey, for a model dipeptide. A solid
line is obtained by fitting the data to
Ey = aldexe. (a) S1-Sps, (b) R and
(CT+R)/2 are removed from S{-S»s.

g 5
exciton size dg,. (A)

(3)51—525 .

45
exciton size dgy (A)

(b)R and (CT+R)/2 are removed.
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FIG. 7. Exciton profiles of a model B-dipeptide. The most dominant IA 12 is
shown with %.

o (0p), the e-h separation distance dj_,., and the exciton
binding energy E; as given in Egs. (7)—(13). S; and S, have
common features that o, and o, are about 1.3-1.8 A and
dj—. is about 0.8-0.9 A, indicating that the localization radius
is larger than the separation distance and thus should be clas-
sified as the local exciton, in consistent with the spatial dis-
tribution of the wave functions shown in Fig. 2. It is also
found that E}, is quite large (>7.5 eV) in consistent with
the local nature of the excitation. These results show that S
and S, are well characterized by the parameters o, o, and
dp—se.

For S¢, not only o, (3.0 A) but also deyxc (3.8 A) are large
compared with dj—,, (1.7 A), indicating that the delocaliza-
tion length and the exciton size are much larger than the e-h
separation distance in consistent with the Rydberg nature of
the excitation. For Syo, the e-h separation distance dj_,, is
slightly larger than that of S| and S,, and the electron delo-
calization length is almost the same as that of S| and S,. This
result is a characteristic of a local exciton. For Sy4, the e-h
separation distance dj_,, (=4.0 10\) is large while the overlap
A (<0.2) is small, faithfully representing a CT type of this
excitation. This result is also consistent with the large exci-
ton size dexe (=4.6 A) and the small exciton binding energy
Ey (=4.0eV).

J. Chem. Phys. 146, 044303 (2017)
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FIG. 8. The A-dj_./dexc plot of a model S-dipeptide for S, (n = 1-50); Sy,
82,822, and S49 are explicitly labeled. All the excitons are classified into local,
Rydberg, and CT types.

All the results listed in Table I are thus reasonably consis-
tent with the intuitive classification of the exciton and therefore
should show a good performance of the parameter-based
classification. From the above results, we have learned that
we need multiple parameters for the classification; one of the
possible choices would be to use A and the e-h separation
distance dj,,, to distinguish CT from others, and then to use
the electron delocalization for the distinction of the Rydberg.
Before investigating for the most appropriate parameter
set, here we discuss the correlation of the exciton binding
energy with the exciton size for a deeper insight into the
parameters.

B. Classification method for the type of excitons

We now construct a method of classifying excitons by
generalizing the above discussion. First, we will use the
three observations obtained in Sec. III A as summarized
in Fig. 4(a): (1) Those exciton having large A are local, (2)
those with large dj_,. are of the CT type, and (3) those with
large o, are of the Rydberg type. Second, single parameter is
not sufficient to classify all the excitons; so we will use two
parameters, such as dj_,, and A out of the three parameters
introduced above (see Fig. 4(b)). To construct the method in
this way, we consider that it is preferable to set the border line
for the classification by using a dimensionless parameter that

TABLE II. Parameters characterizing excitons of the model S-dipeptide.

Q@EV) A dexcA) opA) 0o (A) dye (D) dje/dexe  En (V) Type
Si(ny - 73) 4.39 0.43 2.44 1.32 1.8 1.04 0.43 7.60 L
Sa(ny — #iy) 4.47 0.41 2.25 1.31 1.67 0.86 0.38 7.56 L
Sa(my — n3) 7.75 0.31 4.31 2.01 2.26 3.00 0.69 3.01 CT-like
Sag(ny — n3) 8.69 0.29 5.39 2.00 1.81 4.67 0.87 2.72 CT
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FIG. 9. The relation between the exci-
ton size dexc and the binding energy Ej,
for a model B-dipeptide. A solid line is
obtained by fitting the data to Ey, = a/dexc.
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is independent of the molecular size. Although A is dimen-
sionless, d,—,. and o, have a dimension of length. With this
in mind, we propose to use the ratio dj—./dexc OF O ¢/dexc
together with A. It is more convenient to use the former
(dp—e/doxc) than the latter (o./dexc.) because the former is
normalized to 1, namely, distributed in the range between 0
and 1.

On the basis of the above discussion, we propose the clas-
sification method as shown in Fig. 5 using two dimensionless
parameters A and dj_,./dexc, Where the border lines are deter-
mined to adjust to the experience with the model dipeptide.
We note that there is a region in which the excitons cannot
be simply classified to CT or Rydberg but are a mix of them.
We add such a region in Fig. 5 and is denoted as (CT+R)/2.
We also add CT-like which is interpreted as a mix of local and
CT in view of dj_e/dexc. 2" A and dj_;./dexc are not inde-
pendent so that if one is larger, the other should be smaller.
Thus, there should be no excitation corresponding to the top
right part of the A-dj,—./dexc plot, but we defined for simplic-
ity as in Fig. 5. Note that although our classification is based
on the GW+BSE calculation, we believe that it is applicable
to TDDFT calculation as well.

In Fig. 6(a), the relation between the exciton size dexc
and the binding energy E}, is shown for §;-S»5. Consid-
ering that the excitonic effect in the GW+BSE method is
taken into account through the direct dynamical screened
Coulomb term (K9Y) and the exchange bare Coulomb term
(K*) in Eq. (4), the exciton binding energy is expected to be
inversely proportional to the distance between electron and
hole. Such inversely proportional correlation can be roughly
seen in Fig. 6(a), and its root mean squared error (RMSE)
to the fitting curve (Ep = alde) is 0.76. We consider that
the origin of large variation is due to the Rydberg states
which variate the screening effect. Fig. 6(b) shows the plot
in which the R and (CT+R)/2 excitons are removed from
S1-S25. In Fig. 6(b), the inversely proportional correlation can
be reasonably well seen, and its RMSE is reduced to be 0.34
from 0.76.

C. B-dipeptide

We check the validity of our method using the model
B-dipeptide shown in Fig. 1(b), which has a longer chain com-
pared to the model dipeptide but a similar spatial distribution
of the exciton. In our calculation, S, S», S22, and S49 shown in

4

5 6 7 8

exciton size dg, (A)

(b)R and (CT+R)/2 are removed.

Fig.7 correspondtony — n3,n; — ny,m; — x5, andn; — x5
in Refs. 23 and 32, respectively. In previous studies,”>? the
first two excitons are categorized as the local excitons, while
the last two excitons are categorized as the CT excitons. In
comparison with Fig. 2 or the model dipeptide, similar char-
acters of the excitations can be seen except that S| and S, are
interchanged.

Table II shows calculated parameters and Fig. 8 shows
the A-dp—./dexc plot. In our classification method, S| and S,
are classified into the local excitons, while Sy, and S49 are
the CT-like and CT exciton, respectively. These classifica-
tions are consistent with intuitive ones, while classification
of Sy and S49 needs to be checked with care. The wave
functions for the electron state are commonly LUMO for
S2> and S49, while those for the hole state are HOMO-1
and HOMO, respectively. The HOMO is localized at left
side of the molecule, but the HOMO-1 is more delocalized.
From this, we can intuitively understand the classification that
S22 and S49 correspond to CT-like and CT, respectively. Our

P, TA P,TA

FIG. 10. The atomic geometries optimized for P; TA and P, TA by B3LYP/cc-
pVTZ.
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TABLE III. Parameters characterizing excitons of P; TA.
Q(eV) A dee ) oA 0o (D) dhse A)  dise/dee  Ep (V) Type
Si 2.06 0.67 5.23 3.77 4.07 0.23 0.04 3.20 L
Sa 2.32 0.68 5.43 3.84 4.11 0.19 0.04 2.93 L
S3 242 0.61 7.06 4.56 3.95 431 0.61 2.58 L
Sy 2.67 0.40 3.35 2.46 2.94 0.48 0.14 5.38 L
Ss 2.72 0.44 7.64 3.37 3.75 5.73 0.75 2.59 CT-like
Se 2.72 0.45 3.57 2.58 3.13 0.45 0.13 4.84 L
S7 3.16 0.70 5.25 4.30 3.63 1.47 0.28 2.85 L
Sg 3.22 0.42 571 4.17 491 1.08 0.19 3.03 L
So 3.24 0.65 4.95 3.41 4.19 0.47 0.10 3.48 L
N 3.36 0.54 5.21 3.32 3.99 1.66 0.32 3.23 L
St 3.40 0.69 5.80 5.84 5.10 0.18 0.03 2.66 L
Si2 3.54 0.28 6.41 4.18 5.37 0.06 0.01 2.77 R
Si3 3.64 0.30 6.05 331 5.39 0.07 0.01 2.88 R
Sia 3.74 0.60 5.64 5.09 4.85 0.80 0.14 2.33 L
Sis 3.78 0.56 6.56 4.53 5.22 1.30 0.20 2.63 L
Si6 3.80 0.25 5.71 331 4.98 1.96 0.34 3.37 R
S17 3.82 0.22 6.41 4.13 5717 1.42 0.22 3.48 R
S1s 3.82 0.51 5.92 5.15 4.46 0.52 0.09 3.12 L
N 3.92 0.13 6.82 3.33 6.37 0.78 0.11 2.39 R
S20 4.00 0.54 6.94 4.64 4.76 2.29 0.33 2.78 L
23,32

classifications are also consistent with previous studies,
when regarding CT-like as one of the CTs. From the above
discussion, we can confirm the validity of our classification
method.

Fig. 9(a) shows the relation between the exciton size dexc
and the binding energy Ey for S;-Ss50. The variation of this
plot is very large; RMSE of the fitting amounts to be 1.11. We
consider that this is because the state contains large amount of
Rydberg excitons. Fig. 9(b) shows the plot in which the R and
(CT+R)/2 excitons are removed from S1-Ss0. In comparison
with Fig. 9(a), the variation is significantly reduced and the

NG S o
LUMO+1
442% O b 548% 00
70Q. T pdbe <) dPe
PO GX =5 b x X
{4 Ypo 7 Y
HOMO LUMO+2 HOMO-1 LUMO+2

(a)S1: Q =2.06 eV, A = 0.67. (b)Sy: © =232 eV, A = 0.68.

FIG. 11. Exciton profiles of P;TA. Lowest two transition components are
shown.

RMSE is 0.57. Therefore, after removing the R and (CT+R)/2
excitons, Ey approximately correlates with 1/dq. as does in
the model dipeptide.

D. P;TA: Strong hybridization system

We now apply our method to two porphyrin molecules,
which have attracted attention for the solar cell applica-
tion. The first one is P;TA (Fig. 10). Table III shows
the calculated parameters of P;TA for S;-S29. Note that,
because of strong state hybridization associated with exci-
tation as shown in Fig. 11, it is not appropriate to use
the wave function visualization method for the analysis. All
the excitons are shown in the A-dj_,./dexc plot as can be

CT

AM-LO

0.35

Z/(I+1.D)

Rydberg

05 065 0.8
dh%e/dexc

1

FIG. 12. The A-dj_y,/dexc plot of PTA for S, (n = 1-20).
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FIG. 13. The relation between the exci-
ton size dexc and the binding energy Ey,
for P TA.

5 6
exciton size dg, (A)

5
exciton size dg, (A)

(a)S1-Sap. (b)R and (CT+R)/2 are removed.

LDA
il B3LYP A
. CAM-B3LYP [
0 U “"mo o
05¢ 0
O, U
% 0 22 AR
a | A o - =
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01 02 03 0‘.4A 05 06 07 08

FIG. 14. A dependence of optical gaps of P;TA. We plot the difference
between optical gaps calculated by TDDFT and the GW+BSE method
(A=QIDDFT — QESE). Circles: LDA values; triangles: B3LYP values;
squares: CAM-B3LYP values.

seen in Fig. 12 and are accordingly classified as shown in
Table II1.

The first two excitons (S; and S») of P;TA have approx-
imately the same value for A (=0.67-0.68) and dj—./dexc
(=0.04) are located in the region of a local exciton as shown
in Fig. 12. While the two excitons are both classified as
local, the wave function is slightly different from each other
as can be found by looking at the transition components
(Fig. 11); S; does not have a component of CT while 17.3%
of S, is composed of a HOMO to LUMO transition of the
CT type. S, is, however, more importantly composed of

at Yt
P 94X
o oo < 195% ¢ %
i 2L o o " o L wen
X N o 1o 280 &
APy £y “\H/‘ Ml % 205
HOMO LUMO HOMO-2 LUMO+2 HOMO LUMO+1
oue Qg0 9P ePS i 233%
{3 156% < o5 187% 2%
— . > ¢
e Ao ot 2 ' - HOMO-1 LUMO+2
oC W ()
HOMO-1 LUMO+4 HOMO-3  LUMO+1

HOMO-1 to LUMO+2 (=54.8%) and HOMO to LUMO+1
(=24.0%), both of which are of the local type. This way, we
can understand that it is not so easy to see how an exciton
is more CT-like or not only from the wave function. Note
that the A values are larger than that of a model dipep-
tide because of the m electron character of the porphyrin
system.

Because of the large hybridization, it is not possible to
justify our analysis method by comparing with the intuitive
method, but we can check consistency between the exci-
ton binding energy and the exciton size as follows. Fig.
13(a) shows the relation between the exciton size dqx. and
the binding energy Ey for S1-Sy9, and Fig. 13(b) shows the
plot from which the R and (CT+R)/2 excitons are removed.
In this case, we found that Ey is approximately propor-
tional to 1/dex. even without removal. Correspondingly, the
RMSE is only slightly reduced from 0.31 to 0.28 by the
removal.

Before investigating another porphyrin molecule, here
we compare our GW+BSE analysis with the previous
TDDFT analysis regarding the A values. The previous anal-
ysis>>»?* showed that the accuracy of the excitation energy
correlates with the A value such that the systems with smaller
A are more affected by inaccuracy of the exchange-correlation
functional. This is due to the well-known fact that the CT and
Rydberg transitions are difficult to treat within TDDFT. Such
correlation between the accuracy of TDDFT and the value
of A can be found also by plotting the difference in the

T 188% G
e —
i X
=)
HOMO-2 LUMO+4
o= FIG. 15. Exciton profiles of P,TA.
% 142% £ 05 Lowest two transition components are
§ ¥
LOMO shown.
e 107% Y
HOMO-3 3
LUMO+3

(a)Sy: Q=2.10 eV, A = 0.69. (b)Sy: Q=213 eV, A = 0.67.
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TABLE IV. Parameters characterizing excitons of P, TA.

Q (V) A dexc (A) Ep (eV) Type
S 2.10 0.69 5.72 2.99 L
S> 2.13 0.67 5.39 3.08 L
S3 2.31 0.71 5.79 2.84 L
S4 2.38 0.71 5.38 2.87 L
Ss 2.44 0.69 6.96 2.30 L
Se 2.72 0.57 8.19 2.50 L
S7 2.88 0.51 8.16 2.34 L
Sg 2.89 0.52 8.12 2.40 L
So 3.15 0.32 6.55 2.65 R
S10 3.16 0.69 7.32 3.06 L
S11 3.17 0.31 6.49 2.67 R
S12 3.25 0.52 3.79 4.40 L
S13 3.26 0.51 3.85 4.40 L
S14 3.28 0.37 5.90 3.11 L
Sis 3.28 0.37 5.85 3.20 L
Si6 3.34 0.70 7.06 2.79 L
S17 3.38 0.62 8.94 2.03 L
N 3.42 0.70 6.36 2.14 L
S19 3.46 0.62 6.83 2.48 L
S20 3.50 0.29 7.52 2.55 R

excitation energy between TDDFT and GW+BSE, against A
for n = 1-20 as shown in Fig. 14. In addition to this, it is seen
that the difference is smaller in magnitude for the bare B3LYP
than the CAM-B3LYP where the long-range part of the
Coulomb interaction is corrected using the attenuated method.
It is surprising that the bare B3LYP provides a much smaller
difference (<0.3 eV) from GW+BSE although CAM-B3LYP
should be more accurate in treating the long-ranged Coulomb
interaction.

E. P,TA: Strong hybridization
and centrosymmetric system

The second porphyrin molecule, P, TA, also shows strong
hybridization as can be seen in Fig. 15, and thus, the wave
function visualization analysis is not effective. P,TA has
a centrosymmetric geometry and, because of this particular
reason, parameters (r.) and (r;) vanish identically. This inval-
idates the parameter dj,_,, and thus makes it impossible to dis-
tinguish CT from Rydberg using the parameters introduced to
our classification method. This fact indicates incompleteness

J. Chem. Phys. 146, 044303 (2017)

LDA
B3LYP A&

1r CAM-B3LYP [ 1

| O O i
0.5 0 o g

S X =

20 =& R
< AN

0.1 0.2 0.3 0.4 A 0.5 0.6 0.7 0.8

FIG. 16. A dependence of optical gaps of P,TA. We plot the difference
between optical gaps calculated by TDDFT and the GW+BSE method
(A=QIPPFT _ OBSE) " Circles: LDA values; triangles: B3LYP values;
squares: CAM-B3LYP values.

of our analysis method in classifying all the excitons. Leav-
ing construction of such complete analysis method as a
subject of future study, we will continue the study on the
excitons using the parameters A, dex, and E; shown in
Table IV.

From the value of A, we find that all the excitons
are local except for So, S11, and S»9, which are either CT,
Rydberg, or (CT+R)/2. By looking at the wave functions,
we can intuitively assign these three excitons as Rydberg
excitons. It is noted, however, that the assignment would
be ambiguous if the excitons were located near a border
line.

Finally, we compare the GW+BSE method and TDDFT
using the A values as did in Fig. 16: In Fig. 16, we show
the plot for S;-Spo of P,TA. Similar to P;TA, the LDA
gap and the B3LYP gap are smaller and the CAM-B3LYP
gap is larger than the GW+BSE gap, and the difference
becomes larger in magnitude as A is reduced. Contrary to
the case of P,TA, however, CAM-B3LYP provides excita-
tion energy most closely to the GW+BSE method. Fig. 17(a)
shows the relation between the exciton size dox. and the
binding energy E}, for S1-S»9, and Fig. 17(b) shows the
plot from which the R and (CT+R)/2 excitons are removed.
In this case, we found that E} is approximately propor-
tional to 1/dex. even without the removal. Correspondingly,
the RMSE is only slightly reduced from 0.39 to 0.32
removal.

55 5.5
—~ 5 —~ 5¢
3 &
—45} —45¢
uf uf
5 5
©35F ©35¢t
g o
o 3f o 3f
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B©251 B25¢
£ £
o) 2+t 0 2t

1.5 1.5

FIG. 17. The relation between the exci-
ton size dexc and the binding energy EY,
for P, TA.

z 5

exciton size dg, (A)

(a) Sl-Sgo .

6 7
exciton size dgy (A)

(b)R and (CT+R)/2 are removed.
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IV. CONCLUSION

We have constructed a quantitative method to classify
excitons in terms of two dimensionless parameters (A and
dp—e/dexc) determined within the many-body theory without
relying on the one-electron theory. This improves over the
conventional analysis method to visualize the wave functions
state by state, which is cumbersome and ambiguous, and thus
is an important step toward realization of an automatic classi-
fication required for a data-driven material design of organic
solar cells. Our analysis method was constructed using the
first-principles GW+BSE calculation of a model dipeptide and
was applied to some porphyrin molecules, which have strong
hybridization and are thus generally difficult to classify using
the conventional scheme. Our method provided a reasonable
classification in general, but failed to work for centrosymmet-
ric molecules like P, TA, indicating that the method should be
improved for a realization of complete classification.
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